DNA Enhancer Prediction using Machine Learning Techniques with Novel Feature Representation

Fong Pui Kwan

Doctor of Philosophy
2016
DNA Enhancer Prediction using Machine Learning Techniques with Novel Feature Representation

Fong Pui Kwan

A thesis submitted
In fulfilment of the requirements for the degree of Doctor of Philosophy

Faculty of Cognitive Sciences and Human Development
UNIVERSITI MALAYSIA SARAWAK
2016
DECLARATION

I hereby declare that this thesis entitled DNA Enhancer Prediction using Machine Learning Techniques with Novel Feature Representation is my own original work and has not been submitted in any form for another degree or diploma at any university or other institute of tertiary education. Information derived from the published and unpublished work of others has been acknowledged in the text and list of reference is given.

______________________
FONG PUI KWAN
(13010046)
Department of Cognitive Sciences
Faculty of Cognitive Sciences and Human Development
Universiti Malaysia Sarawak (UNIMAS)
ACKNOWLEDGEMENTS

I would like to express my sincere gratitude to my supervisor, Dr Lee Nung Kion for his continuous guidance and support rendered to me for my Ph.D studies in the Faculty of Cognitive Sciences and Human Development, Universiti Malaysia Sarawak. The completion of this thesis would not have been possible without Dr Lee’s motivation, excellent supervision, immense knowledge, dedication and patience throughout the three years of my postgraduate studies. Dr Lee’s guidance has provided me very clear guidelines from the beginning of my studies until the final completion of this thesis with his deep knowledge of computational intelligence and data mining specifically feature extraction, his vast experience in conducting scientific research as well as his professional and positive working attitude which proved to be a strong motivating factor for me to succeed. Dr Lee set a very good example for me in approaching life both as a person and an academician with his endless patience in supervising me and portraying deep passion towards my research. I would like to express my heartfelt thanks and gratitude to Dr Lee’s for his continuous guidance and relentless support in my postgraduate journey as I could not imagine having a better supervisor and mentor for my postgraduate studies.

I would also like to thank my very supportive family members especially my parents, Fong Weng Lun and San Yuen Yee, my husband, Goh Boon Chaw, my grandparents, Goh Cheng Ha and Sun Weng Kong as well as all my family members for their endless support both spiritually and financially in my academic pursuit. I also convey my sincere thanks to my friends, Wong Chin Tieng, Ng Sook Ping, Ho Jong Chan, Sharon Tang, Pang Shek Li and Hoo Soo Ying who continuously gave me words of encouragement and positive vibes throughout my studies. To my laboratory mates Kok WeiYing, Wong Yu Shiong and Ng Sing
Yii, I would like to express my appreciation for all the fruitful discussions and support throughout the three years of pursuing our dreams together.

Last but not least, I would like to express my gratitude and thanks to my scholarship provider, the Ministry of Higher Education, MyBrain (MyPhD) scholarship, everyone who has supported me in my faculty as well as Universiti Malaysia Sarawak lecturers Dr Elena Chai, Associate Professor Dr Fitri Suraya, Associate Professor Dr Teh Chee Siong, Associate Professor Dr Chen Chwen Jen and Ms Oon Yin Bee who have been particularly inspiring and motivating. Special appreciation goes to all my mentors and lecturers who have guided me from my undergraduate study days to the culmination of my postgraduate studies in Universiti Malaysia Sarawak.
ABSTRACT

Identification of regulatory elements particularly enhancer region plays an important role in comprehending the regulation of gene expression. Current computational enhancer prediction tools are centred at Support Vector Machine (SVM) utilizing sequence content feature—the k-mer. While content feature is shown to be promising, it suffers from several critical weaknesses such as: 1) features associated with enhancer regions are ill-defined and poorly understood. The content feature is unable to represent the complex properties of deoxyribonucleic acid (DNA) sequences; 2) the k-mer feature represents only the global property of DNA sequences but not the localized property; and 3) lack of feature extraction, generation and selection techniques in the algorithm design. This dissertation aims to develop novel feature representations of histone DNA sequences which are associated with enhancer locations. Technical contributions of this study are: 1) complex tree-feature modelling using genetic algorithm (CTreeGA): Automated feature generation framework to capture patterns of interactions among short DNA segments in histone sequences. The interactions of sequence segments are formulated as logical rules and are modelled using a parse-tree. The parse-tree is generated with customized genetic algorithm; 2) k-mer proximity extraction algorithm (KProxEA): Domain dependent feature targeting on spatial relationship among short DNA segments in DNA sequences. The feature models the local distribution of the k-mer in DNA sequences. The locality of feature values is computed using information theoretical formula. Comprehensive evaluations using two histone modification marks, histone H3 lysine 4 monomethylation (H3K4me1) and histone H3 lysine 27 acetylation (H3K27ac) demonstrate that the proposed features significantly outperformed the sequence content feature. These novel features are able to extract distinguishing patterns significant for classifier learning. Our
findings show that it is necessary to consider complex interaction and locality information of sequence segments in representing DNA sequence feature.

**Keywords:** Machine Learning, DNA Enhancer Prediction, DNA Feature Representation, Feature Extraction Algorithm.
ABSTRAK

Mengenalpasti elemen regulatori terutamanya bahagian rangsangan memainkan peranan yang penting untuk membolehkan pemahaman tentang regulasi mekanisme ekspresi gen. Sistem ramalan komputasi untuk mengenalpasti bahagian rangsangan yang terdapat kini lebih bertumpu pada pendekatan mesin vektor sokongan (SVM) melalui penggunaan ciri urutan kandungan iaitu ciri – k-mer. Walaupun ciri urutan kandungan merupakan ciri yang berkesan, ciri ini mempunyai beberapa kelemahan yang serius seperti: 1) ciri-ciri yang berkaitan dengan bahagian rangsangan tidak jelas dan kurang difahami. Ciri kandungan yang digunakan tidak dapat mewakili sifat-sifat kompleks yang terdapat dalam urutan asid deoksiribonukleik (DNA) 2) ciri k-mer hanya menunjukkan urutan DNA secara meyeluruh dan mengabaikan sifat setempat urutan DNA; dan 3) terdapat kekurangan dari segi pengesktrakan ciri, penjanaan ciri dan teknik pemilihan ciri di dalam formasi algoritma.

Tesis ini bermatlamat untuk menghasilkan perwakilan ciri yang baharu untuk urutan histon DNA yang berkaitan dengan lokasi elemen rangsangan. Sumbangan teknikal hasil kajian ini adalah: 1) CTREEGA (pemodelan ciri pokok kompleks menggunakan algoritma genetik): Algoritma penjanaan ciri secara automatik untuk mengekstrak corak interaksi dalam kalangan segmen pendek DNA yang mempunyai urutan histon. Interaksi antara segmen urutan ini diformalisasi sebagai peraturan logik ("logical rules") dan diwakilkan melalui struktur data pokok. Struktur data pokok ini dihasilkan dengan algoritma genetik yang telah diubahsuai ; 2) KProxE (algoritma ekstraksi proksimiti k-mer): Ciri yang bergantung kepada domain yang tertumpu kepada hubungan spatial antara segmen pendek DNA. Ciri ini
memodelkan taburan local k-mer dalam urutan DNA. Lokaliti nilai-nilai ciri ini diukur melalui komputasi menggunakan formula teoritikal maklumat. Penilaian menyeluruh menggunakan dua tanda modifikasi histon yang berbeza, iaitu H3K4me1 (H3 lysine 4 monomethylation) dan H3K27ac (H3 lysine 27 acetylation) menunjukkan bahawa ciri-ciri yang dicadangkan berjaya mengatasi ciri urutan kandungan. Ciri-ciri baharu ini dapat mengekstrak corak yang berbeza yang penting untuk pembelajaran tentang pengelasan. Penemuan daripada kajian empirikal ini menunjukkan kepentingan mempertimbangkan interaksi kompleks dan informasi lokaliti antara segmen urutan untuk mewakili ciri urutan DNA.

*Kata kunci:* Pembelajaran Mesin, Ramalan Rangsangan DNA, Perwakilan Ciri DNA, Algoritma Pengesktrakan Ciri.
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