
IOP Conference Series:
Materials Science and
Engineering

     

PAPER • OPEN ACCESS

The Performance Review of mRMR for Gene
Selection and Classification of DNA Microarrays
To cite this article: Norfadzlan Yusup and Azlan Mohd Zain 2019 IOP Conf. Ser.: Mater. Sci. Eng. 551
012040

 

View the article online for updates and enhancements.

You may also like
An open-access simultaneous
electrocardiogram and phonocardiogram
database
Arsalan Kazemnejad, Sajjad Karimi,
Peiman Gordany et al.

-

A multi-organ cancer study of the
classification performance using 2D and
3D image features in radiomics analysis
Lei Xu, Pengfei Yang, Eric Alexander Yen
et al.

-

An Ensemble Forecast Method of
Rainstorm Based on mRMR and Random
Forest algorithms
Hua-Sheng Zhao, Xiao-Yan Huang and
Ying Huang

-

This content was downloaded from IP address 49.50.236.216 on 25/03/2025 at 06:40

https://doi.org/10.1088/1757-899X/551/1/012040
/article/10.1088/1361-6579/ad43af
/article/10.1088/1361-6579/ad43af
/article/10.1088/1361-6579/ad43af
/article/10.1088/1361-6560/ab489f
/article/10.1088/1361-6560/ab489f
/article/10.1088/1361-6560/ab489f
/article/10.1088/1755-1315/237/2/022006
/article/10.1088/1755-1315/237/2/022006
/article/10.1088/1755-1315/237/2/022006
https://pagead2.googlesyndication.com/pcs/click?xai=AKAOjssnLGIwM4uYTJGZjUo7uHai4s3pPt_VCktVrRdMMTLvXnFYpY9ubidvY4FDFBGoMOFZFjMzBu0RWAuNCv8kgM2FvNWh1UEQ4wKH9hKi_Gw1M63-T4O3yRfxBlFY-RyHJYkylSul8hbkTVeGouXG9zW63bBS5IPsVQ3LbN1vikJWkk2qI3cYkpumr7TVWQ45VU8sgpev8STC2jeVUku_6SnDDSrdSLeMAQAoiI4pbdWo7bDMUJkYM6bYbncyHofSLuqjPXtiBdw41rEJJQ7ikUnCfdmFc5tUEnJPzA_n50ENT5mGcUrX0QgTX6pFZszV-emweHaZkNQCUqjdkEtk4VMT_FZ4AOIF7PNPpjEgDeeFaKo&sig=Cg0ArKJSzL0Cyo2CwA3B&fbs_aeid=%5Bgw_fbsaeid%5D&adurl=https://ecs.confex.com/ecs/248/cfp.cgi%3Futm_source%3DIOP%26utm_medium%3Dbanner%26utm_campaign%3DIOP_248_abstract_submission%26utm_id%3DIOP%2B248%2BAbstract%2BSubmission


Content from this work may be used under the terms of the Creative Commons Attribution 3.0 licence. Any further distribution
of this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI.

Published under licence by IOP Publishing Ltd

Joint Conference on Green Engineering Technology & Applied Computing 2019

IOP Conf. Series: Materials Science and Engineering 551 (2019) 012040

IOP Publishing

doi:10.1088/1757-899X/551/1/012040

1

 
 
 
 
 
 

The Performance Review of mRMR for Gene Selection and 
Classification of DNA Microarrays  

Norfadzlan Yusup1 and Azlan Mohd Zain2 
1Faculty of Computer Science and Information Technology, Universiti Malaysia 
Sarawak (UNIMAS), 94300 Kota Samarahan, Sarawak, Malaysia 
2Applied Industrial Analytics Research Group (ALIAS), School of Computing, 
Faculty of Engineering, Universiti Teknologi Malaysia (UTM), 81310 Skudai, Johor 
Darul Takzim, Malaysia 
 

E-mail: fadzlanyusuf@gmail.com 

Abstract. There are two main stages in the classification of DNA microarray data. The first 
stage is known as gene selection and the second stage is the classification of selected genes. 
The number of genes produced in high-dimensional microarrays is enormous, and only some 
of these genes help to identify a particular disease. The selection of relevant or informative 
genes that provide sufficient information about the condition is therefore essential. Gene 
selection is vital in reducing the data dimensionality which can ease the workload of the 
computer and increase the high classification performance. In this paper, we review the recent 
performance on one of the most popular filter based gene selection technique, maximum 
relevance minimum redundancy (mRMR). We also discuss several current improvements on 
the mRMR method. 

1.  Introduction 
For Deoxyribonucleic Acid (DNA) microarrays are extensively used in the medical field and 
considered vital because they enable researchers to 1) identify what caused the diseases 2) how the 
diseases are classified and 3) how the diseases are treated. The classification is an essential problem in 
the DNA microarray [1] and currently has received the most attention in the context of cancer 
research. Gene selection is the process of choosing the most relevant genes in a microarray dataset, 
and it is an essential task for classification and dimensionality reduction. If the datasets contain 
irrelevant genes, it will affect not only the training of the classification process but also the accuracy of 
the model.  

Functional classification accuracy is achieved when the model correctly predicted the class labels. 
Generally, there are three categories of gene selection methods which are Filter, Wrapper and 
Embedded. Currently, there are two new methods for gene selection; Hybrid and Ensemble method. 
Classification is a data mining technique that extracts models(classifier) describing significant data 
classes classifiers where it predicts categorical class labels [2]. There are many types of classifiers 
used for classification of DNA Microarrays such as Support Vector Machine (SVM), Naïve Bayesian 
(NB), Random Forest (RF) and Artificial Neural Network (ANN). 
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2.  Filter-based Gene Selection 
In the filter method, the gene selection process is independent of the learning process. Gene selection 
using filter method tend to select redundant features because it did not consider the interactions 
between features. Once the best features are selected, it will be ranked and evaluated by using either 
univariate (e.g. Relief F) or multivariate (e.g. mRMR) filter method. Filter method did not necessarily 
use with classifiers; therefore, it usually used as a pre-processing step [3]. Filter method is 
computationally less complicated and faster than the wrapper method. 

Filter method such as mRMR is employed to generate a subset of relevant gene.  mRMR was 
initially proposed by [4] to reduce the number of genes selected in microarray data for classification. 
mRMR was also introduced to solve the redundancy issues in ranking approach where the features 
could correlate among themselves. The fundamental problem with redundancy is that the feature set is 
not a comprehensive representation of the characteristics of the target phenotypes [4][5]. In mRMR, 
features that are different to each other are maximized (e.g. mutual Euclidean distances) or their pair-
wise correlations are minimized to expand the symbolic power of the feature set. These minimum 
redundancy criteria are supplement by the usual maximum relevance criteria such as maximal mutual 
information with the target phenotypes[6]. 

3.  Gene Selection using mRMR  
In classifying DNA microarray data, [7] defined the mRMR process as follows. The mRMR method 
used two mutual information (MI) operations: one between cancer classes and each gene to measure 
the relevancy, while the second mutual information between every two genes to calculate the 
redundancy. Therefore, � denotes the selected genes and Rl measures the relevancy of a group of 
selected genes � that can be defined as follows: 
 

 

 
(1) 

 
Where �(�� , �) represents the value of mutual information between an individual gene �� that 

belongs to � and the cancer class � = {�1, �2 }, where �1 and �2 denote the normal and tumor classes. 
When the selected genes have the maximum relevance Rl value, it is possible to have a high 
dependency (i.e., redundancy) between these genes. Hence, the redundancy Rd of a group of selected 
genes � is defined as, 
 

 
 

 
(2) 

Where �(��, ��) is the mutual information between the �th and �th genes that measures the mutual 
dependency of these two genes. 

 

4.  Classification Performance and improvement on mRMR technique 
In this section, we review some of the recent classification performance of DNA microarrays data 
using mRMR as a gene selection technique. In [7], mRMR was employed to select the most 
informative genes in six DNA microarray datasets.  In this research, mRMR was used to predict top 
relevant genes that give 100% accuracy. In [8], mRMR with SVM and kNN classifiers were used to 
choose n top genes of the relevant genes in microarray data. From the result, the number of selected 
genes by mRMR-SVM is smaller than those of mRMR-kNN with more than 70% classification 
accuracy achieved in four datasets. In the research by [9] and [10] also achieved excellent results of 
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mRMR classification using SVM with an average accuracy of 93.06% and 84.15% for all datasets 
with 50 top-ranked selected genes. In [11] the performance of mRMR experimented on six DNA 
microarray datasets. Based on their experiments, mRMR with NB classifier performs better than 1NN 
classifier concerning classification accuracy and the number of selected genes. The performance of 
mRMR is also better than Relief F and Fast Correlation-Based Filter (FCBF) concerning classification 
accuracy and the number of selected genes.  

The authors in [12] review the performance of four feature ranking (IG, Relief-F, mRMR, SVM-
RFE) based on top 10 and top 50 features in nine DNA microarray datasets. The authors also review 
another three standard feature selection technique (CFS, FCBS and INTERACT). Using mRMR as 
feature selection, the results of Distribution optimally balanced stratified cross-validation (DOB-SCV) 
with SVM classifier is better than C4.5 and NB particularly for Colon, Gli85 and Ovarian.  The 
authors in [13] analyze the feature selection techniques of Random Forest Feature Selection (RFFS), 
Random Forest Feature Selection-Grid Search (RFFS-GS), and mRMR algorithm for comparative 
experiments in two gene expression datasets. Regarding classification accuracy and Area Under Curve 
(AUC), mRMR achieved the best results in breast cancer datasets. In [14] the authors compare the 
performance of four feature selection techniques of mRMR, Chi-Square, Relief F, Effective Range 
Based Feature Selection (ERGS) with their proposed inter feature effective range overlap technique 
with top 10 to 60 features selected using NB classifier. With top 10 selected number of features, the 
results of mRMR are better than other techniques mainly in 11_Tumors, Brain Tumor 1 and Prostate 
Tumor datasets. The mRMR was also employed in [15] where it identifies the top relevant gene that 
gives 100% classification accuracy using SVM classifier. mRMR is an advanced processing (filter) 
stage in which a new subset of data is subsequently transmitted to the wrapper algorithm (e.g. Genetic 
Bee Colony (GBC).   

There are a few improvements that have been proposed by some researchers to improve the 
performance of mRMR further. Although mRMR is a fast and greedy heuristic, it does not guarantee 
to find a globally optimal solution. In [16] mRMR was extended by adding a greedy search for 
mRMR. The experiments used five DNA microarray datasets, and the performance was evaluated 
based on selection time for 200 features. The proposed approach outperforms the mRMR drastically 
concerning computation time across three different platforms (CPU, GPU and Parallel Computing). 
The mRMRe parallelized was applied in [17] with Random Forest classifier to classify Cancer 
Genome Project (CGP) and Leukaemia microarray data. From the research, the reported selected 
number of genes is 10, and the out of bag (OOB) error was 0.06 and 0.02 for CGO and Leukemia data 
respectively. From the literature, the number of the selected gene varies among the researchers. The 
researchers specified no standard number of selected top n genes. For n number of the top-ranked gene 
is usually chosen between 10-50, 50-100, and more than 100 genes. A high number of genes chosen 
usually gives high classification accuracy [7] [18] [15]. In the research [7] [9], it was reported the 
standard number of the top-ranked gene to be selected is 50. Researchers mostly prefer the 
classification of using SVM classifier due to its stability, and it shows good results with mRMR 
compared to another classifier such as NB and kN[8].  From our review, the mRMR method is usually 
employed as a filter in the hybrid filter-wrapper classification because using mRMR single-handedly 
does not guarantee to find a globally optimal solution. In hybrid filter-wrapper approach, mRMR was 
used to reduce the number of the feature set. Then, this reduced feature set will be fed to the next 
process using various metaheuristics algorithm [19][20].  

5.  Conclusions 
In the literature, mRMR is one of the most popular multivariate filter technique as gene selection in 
classifying DNA microarrays. The advantage of the mRMR filter method is it can reduce the 
redundancy in the feature set. However, mRMR does not guarantee to find a globally optimal solution. 
Therefore mRMR is usually applied as a pre-processing (filter) process in the hybrid filter-wrapper 
feature selection model. mRMR was employed to reduce the number of irrelevant genes in microarray 
datasets, and then the selected genes are fed to the wrapper process. Using wrapper (e.g. metaheuristic 
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algorithms) directly is inefficient due to the high dimensionality of microarray data. Several improved 
mRMR techniques have been implemented to extend mRMR performance. These improved 
techniques should be explored further in various type of microarray datasets to find the most 
informative genes in classifying DNA microarrays.  
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