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ABSTRACT

Machine learning (ML) is an emerging field, while multiplayer online battle arena (MOBA) esports
has seen a rise as a research subject of interest. The applications of ML in MOBA are an interesting
field of study as the esports genre is enriched by a plethora of data. Moreover, the MOBA esports
industry is a budding economic sector with stakeholders looking for innovative scientific studies.
This necessitates the need for a systematic review to provide insights for future studies. The databases
(Scopus, Web of Science, PubMed, ScienceDirect and Google Scholar) were systematically searched
to identify published peer-reviewed academic articles. The Preferred Reporting Items for Systematic
Reviews and Meta-Analyses (PRISMA) method was used for the analysis. Papers were included if
they contained ML applications for MOBA, excluding game design or non-esports-related studies.
There are 35 studies included in this systematic review, with most studies on Defence of the
Ancients 2 (DotA 2) and League of Legends (LoL). ML algorithms are used to make predictions
for different purposes using game mechanics and player profiles as datasets, with random forests,
decision trees, logistic regression, neural networks, and more. The performance of ML models was
deemed impressive, given their simplicity and the datasets used. Key findings highlight the potential
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INTRODUCTION

ML, a subfield of artificial intelligence (Al), is the field that focuses on the development of
algorithms and models that can learn from and make predictions based on data, a so-called
machine learning approach (Tan, 2022). ML involves the use of statistical and mathematical
methods to enable computers to learn from data without being explicitly programmed to
perform a specific task. ML is applied in a vast range of disciplines, from natural language
processing and computer vision to finance and healthcare (Oyebode et al., 2023), leading
to significant advances in our understanding and ability to solve authentic and complex
problems (Sclavounos & Ma, 2018). ML helps researchers automate rigorous repetitive
tasks, discover hidden patterns in data, and make predictions or decisions based on data
(Truong et al., 2019; Zomlot et al., 2013). The impact of ML in research is constantly
growing (Jordan & Mitchell, 2015) as more data is generated and new techniques are
developed, making it a key area of study for researchers in various fields.

In recent years, esports, also known as electronic sports, has been a rapidly growing
industry involving competitive video gaming (Reitman et al., 2020). It refers to organised,
competitive multiplayer video gaming events that are played either online or in person and
that often involve professional players and large prize pools, transforming hobbies into a
rewarding career that may shake the economic sector (Railsback & Caporusso, 2019).
Esports popularity in recent years attracted large audiences, both online and offline, and
inspired the creation of numerous professional teams and leagues. For Malaysia, the recent
national budget year 2024 showcased the importance of the growth of esports by allocating
as much as RM30 million (Bernama, 2023). With the increasing interest in esports, it has also
become a subject of academic research and exploration (Wan Jr et al., 2021; Meng-Lewis
et al., 2022), with the goal of better understanding its potential for society and economy.

Currently, ML is having a significant impact on esports-related research in several ways.
For instance, ML algorithms are used for performance analysis. With this, ML contributes
to the analysis of game data and player performance, helping teams and players improve
their strategies and decision-making processes (Kulkarni, 2012). Next, ML can also be
used to train players by simulating game scenarios and providing personalised feedback.
This can help players identify their strengths and weaknesses and improve their gameplay
(Eisen, 2017). Other than that, ML algorithms are utilised to develop and enhance game
features, such as recommendation systems, which can provide a better gaming experience
for players (Fanca et al., 2020). Among others, ML is widely used to predict the outcome
of esports matches and events, providing valuable insights for fans, players, and teams
(Bailey, 2020). Overall, ML is having a positive impact on the esports industry by providing
new tools and insights for players, teams, and fans to help drive innovation and growth
in the industry. This study is intrigued to review the plethora of implementations of ML
approaches for the benefits of esports with systematic tools.
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One of the remarkably interesting esports genres that capitalised on ML approaches
is MOBA esports, a competitive video game competition that focuses on real-time
strategy gameplay (Yang et al., 2016). In MOBA esports, two teams of 5 players compete
against each other, with each player controlling a single character (known as a “hero”
or “champion”, depending on the game) with unique abilities and strengths. The goal
of MOBA is for each team to destroy the opponent’s base, which is typically located at
the opposite end of the game map. To do this, players must work together to defeat the
opponent’s heroes and control key objectives on the map, such as towers, creeps or minions,
and neutral monsters. MOBA esports have become increasingly popular in recent years,
with games like DotA 2, LoL, and Heroes of the Storm attracting large audiences and
offering substantial prize pools (Bankov, 2019). MOBA tournaments are often organised
by game developers, esports organisations, or independent organisers and can be watched
live or online by fans around the world. Thus, as avid fans of esports, we intend to fill
the important gaps in the academic literature for MOBA esports towards embracing the
future of Al through many facets of ML by asking the following research questions (RQ):

RQ1. What are the ML algorithms used in various MOBA esports research?

RQ2. How does the implementation of ML benefit MOBA esports?

RQ3. How well do the ML algorithms perform in the included studies?

RQ4. What is the potential risk of biases in the included studies?

RQ5. What are the various MOBA game features used as predictors?

RQ6. Which player skill levels and regions are being prominently researched in these

fields?

RQ?7. To what extent do humans need to intervene in applying ML for MOBA esports

studies?

MATERIALS AND METHODS

Eligibility Criteria

Studies had to be peer-reviewed, published between 2010 and 2022, and written in English.
All studies chosen were related to the application of ML for various purposes in MOBA
esports. This included predicting wins from many forms of game mechanics and features to
the development of Al to play MOBA games. Interestingly, an investigation into predicting
toxic behaviour is also included. Similarly, a report on the application of ML for tournament
live streaming, which is the media to display the gameplay between contestants, was also
reviewed. Studies were excluded if they focused solely on game designs and structures
without the aspect of esports. Other than that, reports on video game genres in esports
other than MOBA, such as first-person shooter (FPS), fighting games, real-time strategy
(RTS), battle royale (BR), and sports, are excluded from this review.
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Information Sources

Online databases such as Scopus, Web of Science, PubMed, and ScienceDirect were
systematically searched for relevant literature. However, the search was performed
unsystematically for Google Scholar, and the results yielded more than a thousand returns.
All the searches were performed and recorded in early January 2023, up until the end of
November 2023.

Search Strategy

The search strings used in Scopus, Web of Science, PubMed, and ScienceDirect were
shown in Table 1. However, the search string used for Google Scholar was altered to obtain
a much more niche result (Table 1).

Table 1
The search string used in online databases and Google Scholar

Search strings in  ("electronic sports" OR esports OR e-sports OR "competitive video game" OR "multiplayer
online databases online games" OR moba OR "multiplayer online battle arena") AND "machine learning"

Search string in ~ ("electronic sports" OR esports OR "multiplayer online games" OR moba OR
Google Scholar ~ "multiplayer online battle arena") AND "machine learning" -trial -review -book -sports

Selection Process

The first author independently searched for literature that met the inclusion criteria. The
results from the search were exported in BibTeX format, enabling the second, third and
fourth authors to upload them into a collaborative, online electronic programme. Next, the
duplicated records were removed. Then, all authors screened the titles independently to
ensure the reports were eligible for the full-text retrieval process. After that, we performed
a screening by reading the abstracts and keywords to determine the finalised list for
inclusion. During this process, the excluded papers were due to the fact that the reported
esports games do not belong to the MOBA genre.

Data Collection Process

The electronic search results were uploaded into Mendeley Library, a reference management
program for duplicate removal. The entire screening process was completed in the Mendeley
workspace. Finally, the data extraction process was conducted manually in a Microsoft
Excel sheet.

Data Items

All four authors were involved in the selection of our study outcomes by ensuring ML
approaches were implemented and games from the MOBA genre. Table 2 shows the
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items extracted from the included studies. Table 2

However, for certain item(s) with missing or Items extracted from the included studies for RQI

to RO3
unclear information, all the authors agreed to
. . R It tracted
report as unspecified. For ML-based studies, Q ems extracte
e .. . RQ1 ¢ Game name(s)
it is difficult to assume certain information, . Game mechanic(s)
data, or steps are taken by the researchers + ML algorithm(s)
involved in the reported experiment and * ML algorithm class(es)
. . hi . ) * ML tool(s)/software
1nvest1gat10n, as this assumption can a'ter RQ2 - Findings (discussion)
the entire process and results of the studies. Limitations, if specified
Hence, the authors believed this mutual *  Future area, if specified
RQ3 * ML metrics

consensus is a more reliable and valid way ML chall
o challenges

of performing this review.

Study Risk of Bias Assessment

In this systematic review, the process of assessing the quality of ML-based studies and
publications is challenging due to the diverse nature of research in the field (Le Glaz et al.,
2021). To date, there is a lack of standardised guidelines for evaluation purposes (Marshall
& Wallace, 2019). However, a tool called prediction model risk of bias assessment tool
(PROBAST) can assess the risk of bias and the applicability of diagnostic and prognostic
prediction models (Wolff et al., 2019). PROBAST assess the risk of biases in 4 domains:
participants, predictors, outcome, and analysis (de Jong et al., 2021), governed by signalling
questions (such as “Are the participants representative of the target population?” or
“Was the outcome measured appropriately? ) to determine the level of risk of bias (low,
moderate or high) for a study (Navarro et al., 2020). PROBAST is useful and practical in
ML-related works (Collins et al., 2021; Jiu et al., 2024; Yang et al., 2023).

In the event of disagreements during the bias assessment, the reviewers discussed the
conflicting assessments to understand the reason and rationale for each perspective. If
consensus was not reached through discussion, the final decision was made based on the
majority opinion through the re-assessment of the evidence process. This guarantees that
all disagreements were transparently resolved to ensure consistency and minimised bias
in the overall assessment.

Synthesis Methods

The study design of the included works in this systematic review was expected to be
heterogeneous, where they could have different study designs and scopes. This resulted
in the authors having difficulties synthesising the results of the studies and performing
statistical meta-analysis, as different study designs can have different limitations and sources
of bias. However, the authors agreed that meta-analysis will be done as much as possible
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for equivalent criteria from multiple studies based on the data extracted. This includes
distinguishable data distribution, individual frequency of occurrence, and collective mean
with its distributions. Additionally, subgroup analyses are conducted to provide a more
comprehensive analysis of ML applications in MOBA and yield richer insights.

RESULTS AND DISCUSSIONS
Study Selection

In Figure 1, the PRISMA flow diagram shows that 501 articles were identified in Scopus,
Web of Science, PubMed ScienceDirect databases, and Google Scholar. After removing the
duplicated articles (n = 29), the acquired articles underwent screening (n = 472). The titles
and abstracts were screened, and some did not fit the inclusion criteria (z = 345). Therefore,
the remaining studies were sought for retrieval (n = 127), but about half of them were not
accessible (n = 51). Hence, the retrieved full-text articles were assessed for eligibility (n
=76). However, some studies have not been performed on games from the MOBA genre
(n =25) and have focused on non-game-related features and mechanics (n = 16). Finally,
the eligible studies were included in this systematic review for the analysis (n = 35).

Identification of new studies via databases and registers
Records identified from:
s Databases (n = 5):
E WEE%?SPSES”LZTI??]SAJ a Records removed before screening:
:E PubMed (n = 7) Duplicate records (n = 29)
g ScienceDirect (n = 161)
Google Scholar (n = 180)
Records screened Records excluded
(n=472) (n = 345)
g r
E Repoarts sought for retrieval Reports not retrieved
in=127) (n="51)
’ ;
Reports assessed for eligibility S:tpr\.?'lgs;;ﬁufezi:]
(n=76) Mon-game mechanics (n = 16)
8 New studies included in review
3 n =35
=

Figure 1. PRISMA flow diagram
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Study Characteristics

Honor of Kings

Table 3 displays the study characteristics
deployed by the authors of the 35 included
studies. The description provided here is to
answer RQ1. From the table, the most used
games for ML-based studies are DotA 2,
with 47.2%, followed by LoL, with 41.7%
of the studies. Next is Honor of Kings (HoK)
at 8.3% and For Honor at 2.8%. Figure 2 '

LoL
41.7%

DotA 2

visually represents the game distributions
for the 35 included studies. For Honor

Game mechanics include game and
player datasets. Game datasets include data
extracted before, during, and after the match. Pre-match data considers the state before the

Figure 2. Game distributions from the included studies

match, such as the hero or champion draft. In-match data is obtained during the match, like
the first 10 minutes of match data. Some features include scores obtained by the players,
such as gold earned, experience per minute (XPM), KDA ratio, vision point, and more.
Post-match data is obtained after the match has ended, and statistics from the match include
total camps stacked, gold per minute (GPM), total healing done, KDA of all players, and
more. Player datasets were extracted from the players’ profiles of the game, including
winning rate, proficiency, and experience using certain heroes or champions, and match-
making rating (MMR) was collected from their gameplay rating in the ranked game mode.

The ML algorithms deployed in the included studies are logistic regression (LR),
support vector machines (SVM), k-nearest neighbours (k-NN), random forest (RF), Naive
Bayes (NB), decision tree (DT), support vector classification (SVC), gradient boosting
(GBOOST), neural network (NN) (including deep NN), eXtreme Gradient Boosting
Regressor (XGB), MultiLayer Perceptron (MLP), long short-term memory (LSTM) (one
is modified as CBOW-LSTM), graph convolutional network (GCN), genetic algorithm,
factorisation machines, XGBoost, and ExtraTree. Figure 3 shows the frequency of each
algorithm reported in the included studies. The ML algorithms used in the studies include
supervised, unsupervised, semi-supervised, reinforcement learning, and mixed. Most
studies deployed supervised learning (73%), as can be seen in Figure 4.

The ML algorithm with the greatest number of applications for MOBA is RF. The
earliest work related to ML is a DotA 2 hero selection recommendation system before the
game using the LR model by Conley and Perry (2013), which amassed a high number of
citations (42). A few more works with a similar approach include Kinkade and Lim (2015)
and Song et al. (2015), which provide a better foundation for academic work on LR and
DotA 2, specifically ML and MOBA.
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Figure 3. The frequency of each algorithm used in the 35 studies

Results of Individual Studies

Table 4 shows the results of individual
studies included in this systematic review,
including the findings, reported limitations,
and future areas of work if the authors
and researchers provide any. The data
extracted in Table 4 is to answer RQ?2.
The studies included in this review mostly
aimed to predict the winning team in
MOBA games using various predictors.
The challenge was to achieve the best
prediction results using as few datasets as
possible. MOBA games involve numerous
players and massive amounts of data,
including game environment factors,

Reinforcement Leaming Unsupervised Learning

Semi-supervised learning
Mixed Methods

Supervised Learning

Figure 4. ML algorithm classes obtained from the
included studies

player actions, opponent actions, and decision-making processes. Developing effective

predictors requires deep knowledge and experience of the game, as well as a hypothesis-

driven approach. Some studies focused on testing and improving ML algorithms, while

others investigated the effectiveness of certain predictors for accurate predictions. One

Pertanika J. Sci. & Technol. 33 (2): 765 - 798 (2025) 775



Ahmad Alif Kamal, Mohd. Asyraf Mansor, Liyana Truna, Norhunaini Mohd. Shaipullah and Nor Hafizie Habib Sultan

sarepdn owes 10J JUNOdOE pue
uoroa[es d[qerrea Sursrundo wo snoo g
oLOW Mou J) Sunen[eAd

ur s19Ae[d [ea1 oAjoAul ‘sowed s)10ds-o
1op0 03 yoroxdde NOD oy3 pudixyg

“KoeInooe uonorpaid

oroxdwr 03 syiqey 1oAe[d JopIsuod pue
s30] JuUOAd 9pN[OUT PINOYS JIOM dIMN,]
oouonadxo o101 10herd

Jo 10eduwr oy 9Je31)SOAUI PUB SIOAIDS
[euo13al 19430 210[dXd P[NOd JIoM dImn,g

©1Ep JoAR[d 9SIOAIP dI10W

pue awn-[ea a10[dxd (Aoemnose parordur
Joj s1ojourered [opowr JAS Qunf,

so3ueyd 9[01 10J JUNOIIE

01 A[oyeredas soseyd oweg-o1e] pue
‘prur ‘A[1es 210[dXd PINOYS JI0M dIMN,J

SULIUISUD 9INJBYJ [RUONIPPE PUE BIEP
own-1eal 210]dxa P[noys y1om d1mng
simoiaeyoq 194e[d aanisod 30919p 03
spoyow Ajdde pue saiuag 1oyo aro1dxyg
S2INJONIS Je[IWIS )M suiods pue
suo0dsa 1oy)o 03 sjapowr Ajddy ‘sjopowr
NDD PaJoaIIp pue snoduagorday asn)

‘pay10ads J0N

SoweS JUAIAYIP SSOIJ. [[oM ISI[BIAUIS J0U
Kew pue oy100ds-owes a1e so[qeLIeA OwWoS

s1oAe[d [enseo
01 A1jiIqestjeroudd pajwi] (A[uo s1okerd
Teuorssajoid Jo Joselep & uo pasnoog

BJBP OWIN-[BI SYOB] PUE SONISIE)S
owe3-J0o-pud sosn AUO [9pow aY |,
puower(]

0} UOI] S)UEI UO POSNO0J PUE JOAIOS
UBOLIOUIY }ON 9U) WOIJ BIep 0} Pl
seiq Ayrendod

M SOSUR[[BYD {SAWERD) 10T WOI) BIep
orqnd jo Ayiqeqreae oy Aq pajrwy

BJBP OWIN-[BAI JO YOB] PUB JZIS
ordwes [[ews oy} Aq poIwI] sem Apnis oy ],
sorweuAp

QweS-u1 9pNoul Jou SA0P PUL UOHBULIOJUI
owe3-a1d uo sasnooy Ajuo Apmys Yy,
Korqnd pareys

9q jouued pue Krejordord sijaseyep oy,
'sagueyd [[D[s weo)

[eNPIAIPUI JOU ‘2INJONIS INSLI[ UO SISNI0J
pue sawes uoseas-Ie[n3al sopn[our A[uo Jj

‘pay10ads Jo0N

QAT30QJQ Jsouwr o) Surdq NN

M ‘sowed YgOIA Ul S[opowl TIA Sururen
10J sojqerreA judpuddopur Ay paynuapy
vaiu

03 paredwoo sojgoid 104e[d soreniuaIoyIp
19109 1oy} (INOD) d1pow mau & pasodord
syjuouoddo pue wed) 1oy} 03 9ANR[AI
Aj100d Sururojrod udym dA9] 03 AJoI]
a1ow a1e s1Ae[d ‘sornowr ooueurIofIod
pue juowramodwd Sursn g yioQq ur wnyo
10Aed syorpaxd Ajnyssooons Apmys oy,

KoeInooe 1S9yS1y oy} JurAdIyoe

NN A ‘SauooIno yojewt Jo 10301paid
3uons e sem doudLddxd uordweyo-1oke|q
soouarajard 1okerd parmdes Kjoanosygo
JdIAD $SUOI109[S WOPULI JOAO W)SAS A}
WOJJ SUONBPUAWIWO92I PaLIdjald s1oke|
eyep ommawolq Surwes Suisn

UOIBOYIUSPI JISN J0J AJRINOJL 3SaYSIY

oy paadryoe uondod1od I0ABINIA oYL
[npoedur ssof a1om suordweyd

pouueq (Y] pue 918l UIm) Sonsne)s
10Ae1d 210Mm s10301paid juelrodwr Jsow oy ],
SoINJed) owed pajodos

Sursn suraped Ino1ABYdq 91X0} Pajodled
KorInooe 159q A} ey JoAe] UOIIN[OAUOD

B ‘SoInje) vI[op Yum AQaUo-NDD SS[opowt
TNl Teuonipen pauogadino sppowr NDO
KorInooe pue A1[1qels

ul S)[NS9I 3S0q A} 9ALS [opow gpein)

(1202)
BUIPIJA 2¥ UpwIZND)

(6107) T 30 0dueI]

(€107) 23pg

(1202) ‘TR 0

(0202) 'Te W@ oQ
(L102)

‘Te 319 BAJIS B(J
(1202) 'Te 10 ®1s0)
(1202) T8 30 essoue)
(zz00)

eIRLIO ] 29 S109s1g

(€202)
‘Te 10 Twioo[[ojoIyeg

BAIE NN,

suone)IwIy

sSurpury

(1e3K) saoyny

(va.uv aamnf pup ‘suonvinuy] ‘SSulpulf) saipnis [PPIAIPUL JO SIINSaY
¥ 9IqeL

Pertanika J. Sci. & Technol. 33 (2): 765 - 798 (2025)

e



Machine Learning in Multiplayer Online Battle Arena Esports

SUOSEaI IoJsuel)
PUBISIOPUN 10))9q 0} SMITAIUT JoAe]d

Se yons spoyiow oAne)enb dojoaop

pue Apiqow jo sad£3 juarsyip aropdxyg
S[opow SS0Jo

Kyurepuurs o1njedy 2101dxo ‘sowed 19yjo
01 puedxa ‘sarnjedy onsmIur ajerodioou]

‘uonestundo I9YIINJ J0J SOINJOANIYOIE
dAnEUId)E 210[dX0 pue saIueg owed
9SIOAIp 210w 03 spoyow Ajddy

Koemooe uonorpaid saoidwir 03 BJep JUIAD
Juwin-[eal pue ‘s[[ys 12Ae[d ‘suoneuIqUIOd
0IoY 1] S2INJLIJ AI0W IpNJoU]

2I1n)edJ BIEp

oalsuayaxdwod s1ow Furyeidoiul pue sapIn
s110dsa Joy10 03 WISAS oYy Surpuedxyg

KoeInooe uoneIqred

uo sargedy ndur Surkrea jo yoedur o
2101dxo pue sa1ud3 owed 19yjo 0) puedxy
ejep

[en1x23u09 Jo sadAy yuaroyip 03 31 Ajdde
pue souwes Ioyjo 0} [9pOu A} PUAIXH
sod£) Ju9A2 [RUOIIPPE JO UOIIIP
onoxdwr ‘1Y pue S o1 se1uas owed
IOUJO 0 WAISAS UOT)I0IIP Y} PUSIXF
spoyjowt

oI9S AL 1910 d10[dxo pue
Koeanooe uonorpaid swn-jear daoxduwy

SI9JSueI) POdI0J

pue AI1ejunjoA UdoM19q 9JEIJUSIIIJIP JOU PIP
$L107-910C U99M19q SIQJSUBI) O} P
So[qeLIeA

Tenuojod I9Y30 10 saInjed) onsm3ur|
apn[ouL J0U PIp 17 Y10 01 P

SOIAY)SIL [BNSIA

JUQIOPIP UM SOIUSS dwesS Ioylo 0} 9[eds
jou Jy31w syuoworoldw [euonendwos
S1U9AQ owe3-ur oy103ds 03 paywI|

395 21n1ed) X9[dwod 210w PIM ATeA

Kew doueuLI0}1ad (saInjeay g¢ AJUo ypIm
BJEp JO ANJRUOISUAWIP MO[ Aq PAIWIT
SJUSWEBULINO}

7 V10( UO A[UO P2)SA) SEM PUB SIUOAD
owe3-ur ogyroads 03 poyiwl] sem dde oy,
S}OSEIEP JUQIOYIP SSOI0E AIeA

Kew oouew10j1od S)1 pue ‘saydje Jo 39S
PAJIWI] B UO P2ISI) A[UO Sem POyl oy,
SUOISIOA QUIES JO SQWRIIW) I9YI0 0}
asiTeIouas jou Aew yorym ‘porrad ogroads
B WOJJ BJEP UO PI]SI) SeM [9POW Y],
SOLIBUQDS dwesd

-ur oqqrssod [1e aamdes jou Aew 31 ‘s300(qo
owes pue sjuaAd pouyopaid 03 poyrwr

‘soge)s owed-are] ur Surddoip Aoenooe
s ‘o[qelorpaid ss9f are sayojewr 3uo]

s1oysuey 10Ae[d douonyur Appueoyrugis
uonjEesIuE3IO Wed) pue ‘SjudweuIno} Jofew ur
uornedioned ‘uonerjyye [euor3al jey) puno,g
Kysuodoad ysu

Sunorpaid 1oy soueurroyiad o[qess Jureorpur
‘AoeInode uonoIpaid 1529 oY) PIAIYIR YD
"$SO] AoBINDOE JUBOYIUSIS JNOYIIM

a3esn Arowow umop sino Jurunid J10mON
‘poads 10} Aoeanooe sastwoidwod yoeordde
JOUS-01077Z ‘AoeINode Jururejurew [Iym o}
Sururen saonpai yoeoidde juopms-10yoea],

1d 03 paredwos uonorpard swodno swed
10119q PAASIYOL [QUIDY JBAUI] YUM NAS
JUUOD JAIIIRIIUI JUIL}-[BI PUB

sjySisur uaALIp-eyep Junoygo £q juowodesus
IomarA paouequo dde saeop oy

SI0L19 Suronpal

‘spoyow paredwod Juowe uoryeIqI[ed

159q 2y} paAaIyoe poydw pasodoid oy,
$10)9BJ [EN)XIUOD PASI[eNPIAIPUI
Sunerodioour £q Koeanooe uonorpard
saaoxdur Apjueoyrusis [opowr FOIN oYL
SOLIBUQOS FUIUBAIS-QAI] Ul ddueuLIonod
1snqoI UNENSUOWAP ‘S[JV dUWeS noylim
SJUQAD OWIES-UI S}09)Op WAISAS oY,

Qwn 19A0

QAJ0AD so1njed) uonoipald Loy ‘saurjodp uayy
pue SQWe3-pIw [un SISLAIIUT AJBINOE Y

(8107) Aysadyosng
29 ONUQUOIBIA]

(2207) T8 30 nA

(6107) Te 0 ong

(1207) Suer]

(0z02)

T8 10 SD{RUDpOY

(0202) T8 10 wry

(0207) T 30 Suelf

(2207) 99771 79 SuoH

(1202) T 12 93poH

BT 1NN

suone) |

sSurpury

(134) saoyny

(onunuod) 4 dqe],

777

Pertanika J. Sci. & Technol. 33 (2): 765 - 798 (2025)



Ahmad Alif Kamal, Mohd. Asyraf Mansor, Liyana Truna, Norhunaini Mohd. Shaipullah and Nor Hafizie Habib Sultan

‘sowres
s310ds9 10130 03 puedxo pue sjopow
SuIBW-UOISIOOp dWN-[eal 9)eI3u]

owes VgOIN
1910 03 puedxs ‘soseyd owed juaroyip
woJJ elep dw-[eal Jo osn oy} d1o[dxg

1omod aanorpaid
aroxdwt 0 sowes YgOIA 1oy10 01 [9powr
oy puedxo pue ejep swm-[ear ajerodioouy

“SOTWERUAD WE) PUB ‘UONBOTUNUIIOD
‘sinoraeyaq JoAked o1y syoadse 1oyjo pue
SIsATeue awn-[eal opn[our 03 puedxyq

Koeanooe uonarpaid

oroxdwr 03 s1ojowerediodAy astundo
puE $10308] poje[oI-owes 19130 a101dxyg
‘sowes VGO

19130 210[dx0 pue sonsne;s juopuadop
-owir) 9pnjoul o0} SISA[eu. PUAX
SOTWRUAD [BI00S

pue sinoiaeyaq 14ed jo Surpuejsiopun
doueyuo 0) ejep oryderSowop derodioouy
SIIYS BIOW pue

sarepdn oweS juonbaiy 0 3depe 03 sjopow
ouyal pue sowes Y gOIA JOYl0 0} PuoIxg
uo1n093ap A3101X0} dAISUOYIdWoo

10} SISAJBUR UONBOIUNUILIOD IOI0A
opnjour pue SygOIA 1oylo o) puedxqg

PAIAPISUOd
JoU 910M [ojeW oY) SuLInp suoIsroap 1okeyd
oIweuAp ‘ejep dwesd-ul O1)e)s U0 PISnNI0,|
s[rejop oyroads-uordwreyo

10 SoTweuAp owes-oje[ 10J JUNOJOR

10U SOOp ‘ejep dweF-A[Ied 0) POy

SOIWEBUAD Wed) I9YJ0

pUE S10}0BJ WES-Ul oWn-[eal SuIpnjoxd
‘sjyeIp 010y U0 AJUO pasnooy Apmis oy,
UOTJEOIUNWIWIOD PUL

SOTwBUAD Wed) ULIoUSI ‘S90IaY Pajod[ds
JO samnquIe paIdpIsuod A[uo ‘sowed
Pa32[dwod woly Byep d1els Aq pajIwI|
s1ojowrerediodAy

PUE $13SeIEP JUAIYIP [IIM ATeA Aew
S)[NSAI {S10J0B) QUIBF-UT IO SULIOPISUOD
noyym syo1d 010y U0 pasnoog

sa3ueyo INOIABYOq dweT-ul

SIWERUAP 9pN[oul Jou PIp ‘ejep douew1opdd
Qwe3-Jo-pud ‘d13e)s 0} Pl

papnjout

e1ep JoAe[d Jeuosiad 1o orydeiSowap

OU ‘BJep JI0MIU [BINJONI)S 0] PAIIWIIT
sayojed mou pue sojepdn swed Aq
P03y SI AoBINDOR {SOLIBUIOS pauyapald
SIOPISUO0J A[UO PUB 7 Y10(] 0 PAWIT
1eyd 9J10A 1|

UOIEdIUNUWIWOD JO SWIOJ JOYJ0 ULIOUSI
‘s30] TRy WOIJ BIEP [ENIXD) O} PAWIT

SaW0oINO Yoyew Joedwil A[JueoyIugis
SOOI0YD 0y pue W) Juryedrpur
‘goueuLioyrad 159q 9} PIASIYIL 1500 DY

Koeinooe uonorpaid

Po03 paaaryoe sjapowt Surwioydd

-159q o} SuruIquIod IYIsse]) SunoA v
SUOI}ORIIUL

0Ioy SUI[[opOW Ul SSAUIATIYD FuImoys
‘sow0o3no swes Juryorpaid 10J s)nsax

1599 oY) pap1A0Id SQUIYOBIA] UOTJESLIONOE ]
"SOW00IN0O

[djews 0} SUONNQLIJUOD [ENPIAIPUI SULINSBOW
1912q Aq Suner o[q [euonipen pawojrodino
poyjaw Sunel [[fs pIseq-JI0Mm)AN [eINoN
‘Koenooe Y3y popraoid

SYIOMIQU [BINAU PUB NAS ‘uonejuawdut
[eonoeld 103 9[qeIINS JSOW PUE JSA)SBY

oy} SeM [OpOW UOISSAITAI Jedul]

soLow 9dueuLIofIod Uo poseq swed}
[NJSS00NSUN PUL [NIS$A00NS Jo surdped
Surreaaal ‘sojgord wea) JounsIp / paynIuIpP|

s1oAeld weoy

03 o[0s woJy Jurduel ‘Sowes ur uonoeINUI
[eroos uo paseq sadAy 10Aeld oy paynuapy
sjuouoddo 193unod 03 wes) Ay}

Suroueyuo ord 3se[ 9y 10J S9019Y 1599 A}
$15933NS WOISAS UOHEPUIWOAT JJBIP Y[,
$S000NS JWES JO SOOUBYD IOMO] 0} pasul]

SI INOIABYQ( O1XO0} Jey) SUIMoys ‘N 3uisn

(2T2027) 1B 10 Auers

(2z0?7) uays

(L102)
‘Te 19 AouduWaS

(9107) oAurdnyyurg
29 unyeddouueyeiq

(6102)
‘Te 19 oyuauyyoIod

(L107) 'Te 30 T01UNnf
0JUdWIOSBN Op

(8107) er1o1S
29 sdojejue)-eION

(zz02)
‘Te 19 pawweyojA

sisATeue 1o Y3noay) A1101x0) pa1oe  (S107) ‘[ 10 Sudle|

BT 1NN

suone) |

sSurpury

(134) saoyny

(onunuod) 4 dqe],

Pertanika J. Sci. & Technol. 33 (2): 765 - 798 (2025)

~
~



Machine Learning in Multiplayer Online Battle Arena Esports

Surureo|

juowooIoJuIdY Suisn Apiqeidepe
SurouBYUD SIPN[IUL JIOM 1NN |
Anqeydepe aaoxdwr 03 Suruaed|
JUSWIODIOJUINY M Surtured] pasiatodng
SUIUIqUIOD SIA[OAUT JIOM AIMN]

I pue 1 1] sIoyIsse[d 1oyjo uriojdxa
pue ‘SuIpooud ejep JUSISPIp ‘Furuny
1930werediodAy apnjour [[im dIom a1mnj
"SY[SE) JUQIQYIP SSOIOR

KJ1]1qeIdfsues) pue UOIesI[eIdUdS [opow
T SuIoUBYU SOAJOAUT YI0M dInin{

‘sowed YOI JUIYIp
SSOIO }S9) PUE SO[QBLIBA dWET-UI 910U

opnJoul 0} UOHOBIIXD AINJEJ PUSIXF
‘uonrugooar ureped xo[dwod a1ow

103 Sungerp ur K103s1y 10doop a101dxo
pue soyoyed arow woiy ejep dyerodioouf

S91391e1S SUIA[OAD
pue soyojed swes Surdueyds 10j sjopowr
1depe pue eyep yojew majewe djeiodioduy

uonejdepe jsej pue A391818
uoISeAul [3uny oy} Ym s9[33nns [y YL

sonoe) spuauoddo 0y uoneydepe jsej pue
A3oyens uorseaur o[3un yim s9[33nus [y

Qwodno ydjew 10y rmod aanarpard
JueoyIuIS ppe J0U S0P POO[q ISIT]
‘s3uInos

2ANN_dWOd Ul $YSE} $SOIO’ A)I[IqRIOJSUB)
ym 9133nms spoyowr Ty Sunsixg
sa1391ens oyroads-1okerd

10 SUONOBIOIUI SQUWIBF-UI OIWRUAD IOPISUOD
10U SOOP $SAYOIBW [dAS[-YSIY 0] PajIuul|
soyored sso1oe asI[eIoUAST Jou AU [OIYM
‘PasATeuR d1oM SAYDJBW §] G| AJUO $SNOOJ
yoyewr feuo1ssojoid 0y onp ejep pojru|
Keyd

IN9JBWE JO S)XOJUOD IOYJO 0} ASI[eIOUdT
jou Aew Yorym ‘sowred [euorssajord

WO} BIeP YdJell [BILIOISIY 0} PAIWIT

S3[Se} JUOWAZeUBWIOIOIUI
pue A391ens-o10ew xo[dwoo Surpuey
‘oouetlIo}1ad [9Ad]-UBWINY SIASIYIE [

s1oAerd

uewny doy jsureSe 9je1 uim Y3y e Suradryoe

‘[oA9] uewuny Ay Je suniojrad [y TS-npyeng

QUIOINNO

yoyewr Jo 10301pad Suoxs e jou s1 poojq 1siy
9WO0)NO0 YOJeUI PUE POO[q ISIY JO UOTIIPAI

syuouoddo

PUE S90I9Y JUSIQYIP SSOIOR UONLSI[BIOUST
ur sa3UQ[[eYD 908 SPOYIAW T

uonoIPaId SWOINO SOUBYUD SAINJLI] 01y
pajrelop 1ey) Surmoys Aoernooe uonorpaid
paAoIdwul PoyIowW UONIRNX 2INJEIJ MU Y
KoeInooe

Po0S yim s9o10y0 Yelp Junorpald ‘syromjou

uelsokeq wiojrodino spepow N LS

S1ION sokeq 03 paredwoos yeIp Yy} Jo soFe)s
19Je] AU Ul AdeInooe JaySiy yum ‘syord
yeIp Sunorpaid ur 3saq pawroyrod N I1ST

(1z07) Sueyz

(2202) Te R 9x

(2207) T8 10 Suopy

(T207) T8 10 1op

(8107) 'Te 30 Suemy

(2207) T2 19 [eprep

(1202)
“[B 39 J[[IAIWNg

BaJe aaninyj

suope)wIy

sSurpuiy

(18af) saoyny

(anuu02) 4 9[qel,

779

Pertanika J. Sci. & Technol. 33 (2): 765 - 798 (2025)



Ahmad Alif Kamal, Mohd. Asyraf Mansor, Liyana Truna, Norhunaini Mohd. Shaipullah and Nor Hafizie Habib Sultan

study even developed an Al system to play the game and tested it against real matches
and professional players.

Despite their achievements, the studies reported several limitations, such as the need
for greater resources for more accurate predictions, algorithm complexity, and multi-step
approaches. Some studies used restricted data sources due to gameplay differences among
players from different regions. Other studies faced challenges in accessing certain types of
data due to game developers’ policies and terms and conditions. The studies later identified
potential areas for further investigation by future researchers. Those experimenting with
predictors suggested adding more predictors, applying more models, and designing a
recommendation system for professional teams and organisations. Those working on
improving ML algorithms suggested exploring different approaches to the improved method
and using more data in future models. These findings can help guide future research in
MOBA esports prediction and can benefit the esports community.

Table 5 presents the metrics of ML performance proposed in the included studies, which
provide insights for answering RQ3. The proposed ML approaches were assessed using
accuracy, precision-recall, cross-validation, and AUC-ROC. The reported performance
percentages ranged from 10% to 80% and were deemed impressive, given the simplicity of
the datasets used. Such predictions are highly valuable for organisations seeking to simulate
or analyse future improvements. Most studies that aimed to enhance ML algorithms
reported significant improvements and more than satisfactory results despite an increase
in computing resources required and hold promise for future research.

Table 5
Results of individual studies (metrics of ML performance)

Authors (year) ML metrics
Bahrololloomi et al. (2023)  Accuracy: 92.78%, R*: 0.8327

Bisberg & Ferrara (2022) GCN-cheby (1 layer) accuracy: 61.9%; RF accuracy: 57.8%; SCOPE
accuracy: 59.7%

Canossa et al. (2021) Accuracy: High precision with RF and SVM

Costa et al. (2021) AUC of 0.97 for RF and LR

Da Silva et al. (2017) MLP accuracy: 86.27% (5 min interval); Bayesian Network accuracy:
75.55% (3 min interval); RBF Network accuracy: 76.1% (3 min interval)

Do et al. (2020) System recommendations rated higher than random: mean score 6.46 vs.
5.18,p=0.01257

Do et al. (2021) DNN accuracy: 75.1%; GBOOST accuracy: 75.4%; RF accuracy: 74.7%;
SVC accuracy: 74.3%; kNN accuracy: 72.7%

Edge (2013) NB: sensitivity 70.5%, specificity 67.8%

Franco et al. (2019) GDM better discriminate player profiles than KDA, with clusters validated

by silhouette scores

Guzmaén & Medina (2021)  Emphasis was on identifying relevant variables rather than specific
accuracy metrics.
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Authors (year) ML metrics
Hodge et al. (2021) RF accuracy varies, peaking mid-game and declining afterwards
Hong & Lee (2022) Achieved event detection accuracy with minimal missed events at optimal

Jiang et al. (2020)

Kim et al. (2020)
Kokkinakis et al. (2020)
Liang (2021)

Luo et al. (2019)

Lyu et al. (2022)
Marchenko & Suschevskiy
(2018)

Martens et al. (2015)

Mohammed et al. (2022)

Mora-Cantallops & Sicilia
(2018)

do Nascimento Junior et al.

(2017)
Porokhnenko et al. (2019)

Prakannoppakun &
Sinthupinyo (2016)
Semenov et al. (2017)

Shen (2022)

Stanlly et al. (2022)
Summerville et al. (2021)

Vardal et al. (2022)
Wang et al. (2018)
Wei et al. (2022)

Wong et al. (2022)
Ye et al. (2022)

Zhang (2021)

parameter settings

The NICE model outperformed baseline models with an AUC of 0.953 for
predicting match outcomes

Achieved accuracy: 73.81%; ECE: 0.57%; MCE: 1.26%

High user engagement during live matches

SVM (linear) accuracy: 73%; SVM accuracy: 72.8%; DT accuracy: 68.6%
The teacher-student-student approach achieved 99.8% test the curacy; the
standard ResNet152 model achieved 94.6% a, with curacy; significant
reduction in training and execution time with optimised approaches.

GPR: RMSE = 1.10, R*=0.17; RF: RMSE = 1.20, R2=0.01.

ERGM results showed a significant influence of region and major

tournament participation on transfers; association rules highlighted
differences between captains and non-captains

SVM classification accuracy varied based on the features used; specific
numerical metrics were not provided

Achieved high accuracy in recommending heroes that align with team
strategies; specific numerical metrics not provided

No specific metrics for ML performance; it focuses on clustering based on
network structure.

Clustering achieved a significant reduction in data variability, with certain
profiles showing high win rates

Linear Regression and SVM achieved an AUC of 0.7739; neural networks
showed similar performance with optimised hyperparameters.

Improved accuracy in predicting match outcomes compared to Elo Rating;
specific numerical metrics not provided

Factorization Machines achieved the highest AUC: 0.706 for normal skill
level, 0.670 for high skill level, and 0.660 for very high skill level.

Voting Classifier accuracy: 72.68%; individual model performances varied
but were generally lower

XGBoost accuracy: 93%; DT accuracy: 82%; RF accuracy: 91%

LSTM achieved 11.94% accuracy in hero prediction, outperforming Bayes
Nets and human analysts in strict predictions

LSTM accuracy: 11.94%; Bayes Nets accuracy: up to 11.48%
LR: Accuracy improved to 63.8%, SVM: Accuracy improved to 64.3%

Win rate: 90% for Diaochan vs. Diaochan, drops when the opponent or
target changes; Reward and Elo score provided in specific cases

Accuracy: 57%—59%, precision, recall, F1-score

Win rate: 86%—-100% against various baselines, matches against top human
players: Al won 7 out of 10 matches

Win rate: 86%—100%, AI won 7 out of 10 matches against human
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Figure 5 displays the percentage distribution of different ML algorithm challenges
reported by the studies. The key challenges revolve around the following issues. Overfitting
and underfitting hinder model reliability, especially in high-dimensional or imbalanced
datasets, affecting predictive power. Generalizability is impacted by constraints in data
representativeness, timeframes, and specific game contexts, making it difficult for models
to adapt to varied environments. Data is often limited due to privacy concerns or limited
feature availability, while high computational demands and model complexity present
resource-related constraints. Interpretability challenges arise in unsupervised models
and high-dimensional data, limiting insight into model outputs. Scalability issues restrict
model application across broader datasets or different games while maintaining predictive
accuracy, which is challenging in prolonged, dynamic gaming environments. These
challenges underscore the need for tailored ML approaches that address these constraints
in data-driven research for gaming and esports applications.

Percentage Distribution by Category

Scalability

Predictive Power & Accuracy

Interpretability and Flexibility

Model Complexity and Resource Constraints
COverfitting

Underfitting
Data Limitations

Generalizability

Figure 5. Challenges for ML algorithms deployed in the included studies

Risk of Bias Assessment

Figure 6 shows the risk of bias assessment results for the 35 included studies using
PROBAST. All the included studies were assessed to have “low risk” across all domains,
indicating reliability and robust methodologies. The participant selection, predictor
measurement, outcome assessment, and analytical methods are appropriate and free from
significant bias. Their findings can be considered reliable and valuable contributions to
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Bahrololloomi et al (2023)
Bisberg & Ferrara (2022)
Canossa et al (2021)

Costa et al (2021)

Da Silva et al (2017)

Do et al (2020)

Do et al (2021)

Edge (2013)

Franco et al (2019)

Guzman & Medina (2021)
Hodge et al (2021)

Hong & Lee (2022)

Jiang et al (2020)

Kim et al (2020)

Kokkinakis et al (2020)

Liang (2021)

Luo et al (2019)

Lyu et al (2022)

Marchenko & Suschevskiy (2018)
Mohammed et al (2022)
Mora-Cantallops & Sicilia (2018)
Martens et al (2015)
Nascimento Junior et al (2017)
Porokhnenko et al (2019)
Prakannoppakun & Sinthupinyo (2016)
Semenov et al (2017)

Shen & Qiyuan (2022)

Stanlly et al (2022)
Summerville et al (2016)
Vardal et al (2022)

Wang et al (2018)

Wei et al (2022)

Wong et al (2022)

Ye et al (2022)

Zhang (2021)
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Figure 6. Risk of bias assessment results for the 35 included studies

respective fields. This reliability is crucial for advancing knowledge in the areas of MOBA
game analytics and esports research, mostly focusing on DotA 2 and LoL using advanced
ML techniques for predictive analysis. The methodologies and ML models used are sound,
showing the value of the studies as resources for further research and practical applications
in esports. Since these studies show a high standard of research quality, future studies can
build upon these findings with confidence, with similar methodologies that could be applied
or adapted for future research to continue producing high-quality results.

Results of Syntheses

Figure 7 shows the mean accuracy of different ML algorithms from the studies which
reported the accuracy of models’ performance. Figure 8 shows the distribution of the
accuracy values from the ML algorithms. Among the algorithms with available accuracy
data, XGBoost showed high performance with an accuracy of 92.78% in Bahrololloomi
et al. (2023) and 93% in Stanlly et al. (2022), indicating its effectiveness in scenarios
involving structured data with complex interactions. RF is frequently used and has shown
strong performance with accuracies of around 97% (Costa et al., 2021), suggesting that
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RF is a reliable choice for handling datasets with numerous predictors. Deep NN also
showed high performance, with an accuracy of 75.1%, as reported by Do et al. (2021). This
performance reflects the capability of DNNs to capture complex patterns and interactions in
player behaviours and game dynamics. SVM models displayed moderate performance, with
accuracies of around 73% (Liang, 2021). SVMs are effective for binary classification tasks
and are suitable for smaller datasets where feature space dimensionality is manageable. Both
k-NN and NB had relatively lower performance in comparison to others, with accuracies

KGBoost

Random Forest

DNN

SVM

ML Algorithm

k-MN

Naive Bayes

20 40 &0 B0 100
Accuracy (%)

Figure 7. The mean accuracy of different ML algorithms reported in the included studies
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Figure 8. Accuracy distribution of different ML algorithms from the included studies
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around 67.8% (Edge, 2013), as they are considered simple models and may not capture
complex patterns as effectively as ensemble methods or NN.

Various features encircling MOBA games and esports have been used as predictors
in ML modelling. From the 35 included studies, there are four main categories, including
player performance and statistics (n = 11), in-game events and match statistics (n = 7), game
mechanics and interaction (n = 7), and player behaviour and communication (n = 3), with
only a study did not have any dataset in their work (n = 1), as shown in Figure 9. The highest
category shows that a significant focus of the studies is on player-related metrics such as
experience points, kill/death ratios (KDA), player statistics, and overall game performance,
as the understanding of individual player contributions and behaviours is a crucial aspect
in ML modelling given that player performance directly affects game outcomes. In-game
events form the second most emphasised category, such as hero kills, tower destruction,
and match outcomes, with features that provide insights into how specific in-game events
affect the outcome of a match. This highlights the dynamic nature of MOBA, where real-
time events play a significant role in match progression. Incorporating these features allows
ML models to account for the ever-changing nature of gameplay. The third category (game

= Events and Match Statistics

Interaction

Game Mechanics apd

ance and Statistics

Player Behavior and Spmmunication

ufficient or Not Available Data

Figure 9. Distribution of predictors’ categories used in the included studies
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mechanics and interaction) encompasses features like keystrokes, character picks and bans,
and team strategies. This reflects the studies’ interest in understanding how the mechanics
of the game itself affect overall performance. As the interactions between players and game
mechanics directly are important, this category is vital for models aiming to simulate match
dynamics. This emphasises how player decisions and interactions with game mechanics
contribute to the complexity of MOBA games. The least represented category focuses on
player behaviour patterns and communication (chat logs), which is less emphasised in
current predictive modelling, potentially due to the challenges in quantifying these aspects
or their less direct impact on match outcomes.

The distribution of player skill levels used as data in the ML studies is shown in
Figure 10. A considerable number of studies in MOBA esports focus on high-level and
professional players. This trend suggests that researchers prioritise understanding patterns
of'elite players, who are often seen as benchmarks for game mastery, as professional players
represent the highest skill level and typically have access to more advanced strategies and
gameplay. Analysing their data provides valuable information in optimising ML models
and Al agents to mimic or counter against top-tier playstyles. The mixed or varying skill
levels reflect the recognition that player performance differs widely across skill levels,
from beginner to advanced. Including players of varying skill levels allows researchers
to develop more generalisable models. This indicates a desire to build models that adapt
to different gameplay styles, making the findings more applicable to the average player.
While smaller, the advanced/human skill level highlights an interest in comparing ML
or Al performance against human capabilities. As Al systems continue to evolve, the

Number of Studies

T T T
Professional Players Mixed/Varying Skill Levels Advanced/Human Level Players
Skill Level Category

Figure 10. Distribution of the target player skills levels in the included studies
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comparison with human-level skills serves as a benchmark for how Al can surpass human
capabilities in certain areas.

Figure 11 shows the distribution of included studies based on the dataset regions. The
analysis shows that most of the studies focus on data from CN (17.65%) and NA (11.76%).
This indicates that the research in MOBA esports is primarily centred around regions with
a significant presence in esports. These findings may not fully represent player behaviours
or dynamics in other less-studied regions. A considerable number of studies (20.59%) did
not specify their dataset region, reducing the transparency of the findings. This scarcity
makes it difficult to assess regional diversity and limits the ability to understand regional
influence. Several studies (11.76%) have global or international focus, indicating efforts
to analyse MOBA esports from a broader perspective. These studies likely offer insights
that are more generalised but may still have minute-overlooked differences in a global
analysis. Asia (South Korea, Thailand, Indonesia), the EU (United Kingdom), and SA
(Brazil) have very few studies (around 2.94% each). Despite South Korea being a major
esports hub, it appears to be underrepresented in the dataset. More comprehensive research
in diverse regions is needed.

Figure 12 shows the frequency of included studies based on their automation level. High
automation is characterised by its ability to handle complex data structures and advanced
algorithms with minimal human intervention after the initial setup. These systems excel
in efficiency, accuracy, and scalability, making them ideal for real-time data processing
and large-scale analytics in dynamic environments like MOBA esports. Lower automation
involves a significant increase in human involvement in tasks such as data preparation,
model training, and evaluation, often employing simpler techniques (collaborative filtering

50
7
2 ‘ .
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Figure 11. The distribution of the included studies based on dataset regions
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Figure 12. The frequency of studies by automation level

and basic reinforcement learning). Low automation offers flexibility and allows for
domain-specific adjustments, but it is more time-consuming, less adaptable to changing
data patterns, and limited in scalability.

General Interpretation of Results

This systematic review represents the first attempt to comprehensively explore the use
of ML approaches in esports, with a focus on the MOBA genre. Following a rigorous
screening process, 35 studies were deemed eligible for inclusion in the subsequent data
extraction phase.

Why DotA 2 and LoL?

Both these games are popular in ML research because they provide a rich and complex
environment for studying artificial intelligence and decision-making (Guzmén & Medina,
2021; Summerville et al., 2021). Both games involve real-time strategy, and players need
to make decisions quickly and adapt to changing circumstances to win. DotA 2 and LoL
have been used as testbeds for studying multi-agent systems and reinforcement learning
(Du et al., 2021). Each player controls a character (or “hero”) in these games and must
work with their team to defeat the opposing team. This creates a complex environment with
many interacting agents, making it an ideal setting for studying multi-agent coordination
and cooperation. Moreover, both games provide large and publicly available gameplay
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datasets, allowing researchers to train and evaluate ML algorithms on authentic data. This
has led to the development of advanced Al systems for playing DotA 2 and LoL, which can
compete at a prominent level against human players (Berner et al., 2019). Overall, DotA
2 and LoL are popular in ML research because they provide a challenging and realistic
environment for studying Al and decision-making, as well as rich datasets for training and
evaluating ML approaches.

PC and Mobile Phone MOBA

DotA 2 and LoL are some examples of computer-based MOBA. Other than PC, mobile
phone MOBA has grown in popularity in recent years, with games such as Arena of Valor
(AoV), Mobile Legends: Bang Bang (MLBB), and HoK leading the way (Yang et al., 2022).
These games are especially popular in the Southeast Asia region, with a massive player
base and even professional esports leagues (Ong et al., 2023). According to a report by
market research firm Newzoo, mobile MOBA generated $15.3 billion in revenue in 2020,
the most profitable genre in mobile gaming. The report also stated that mobile MOBA has
over 628 million players worldwide, with most coming from China and Southeast Asia.
Surprisingly, despite its popularity, research in this part is still very scarce.

Recommendation Systems

ML can be utilised to develop recommendation systems for MOBA esports, helping players
make informed decisions about their gameplay strategies. The studies have shown that ML
algorithms can analyse a player’s gameplay data (Maymin, 2021), such as their win-loss
record (Porokhnenko et al., 2019), character selection (Chan et al., 2020), and in-game
performance (Hodge et al., 2021), to predict favourable outcomes. However, studies
have also identified challenges in implementing this approach for end-users. Despite the
challenges, the benefits of ML for recommendation systems in MOBA are significant. For
example, ML can provide improved personalisation and real-time recommendations during
matches, enhancing player engagement and retention. Additionally, ML can help game
developers identify balance issues and make data-driven changes to improve the overall
gaming experience (Kokkinakis et al., 2020). Overall, ML-based recommendation systems
offer numerous benefits to MOBA esports.

Real-time Decision-making

An emerging area with significant potential is the use of ML models for real-time
decision-making during live esports matches. In fast-paced games like MOBA esports,
ML models have the potential to offer actionable insights that can be used by players
and coaches, such as optimal hero selections or item builds based on the current state of
the game. ML algorithms could dynamically analyse player and team performance, map
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control, and resource management to generate recommendations in real-time. Another
promising application is an Al-powered coach that can provide players with feedback on
their performance during games by identifying patterns in their gameplay and suggesting
real-time improvements to help players adjust their tactics, making them more adaptable.
However, integrating ML into live esports matches may pose unique challenges. Real-time
models need to process large volumes of data with minimal latency to ensure that decisions
are made quickly enough to be useful. Furthermore, the deployment of ML-driven decisions
in real-time raises ethical and fairness considerations, particularly if certain teams or players
have access to superior analytical tools that could create an imbalance in competitive play.

Data Access Challenges

One of the primary challenges faced by researchers in this field is access to comprehensive
and high-quality game data. Game developers often restrict access to data to protect
proprietary information, maintain player privacy, and adhere to regional regulations. These
restrictions limit the scope of data, introducing biases that affect the generalisability of
findings caused by sampling biases, where certain demographics are underrepresented.
Additionally, data from publicly available sources or community-collected datasets may not
cover all aspects of the game, leading to gaps in understanding player behaviours and game
dynamics. Fostering collaborations between researchers and game developers could provide
a pathway to better data access. These partnerships could facilitate access to anonymised
or aggregated data, balancing the need for privacy with the research community’s need for
comprehensive datasets. Advocating for open data initiatives within the gaming industry
could promote the sharing of data in a controlled and secure environment.

Regional Differences

The gameplay strategies, player behaviours, and game meta can vary significantly across
different regions due to cultural influences, regional preferences, and local competitive
environments. Players in one region may prefer aggressive strategies (SEA and CIS) and
hero selections, while others favour defensive playstyles (EU and CN). These lead to
inconsistencies in ML model performance that lack generalizability. This poses a challenge
in synthesising results and drawing broad conclusions applicable to the global scene. Future
research should aim to include cross-regional studies that compare gameplay and data in a
worldwide setting so that researchers can better understand universal versus region-specific
insights. Additionally, current research is skewed towards a few prominent regions, CN
and NA, with other regions remaining underrepresented or unspecified. Future research
should strive for greater inclusivity and transparency in regional data to provide holistic
understanding and enhance the applicability of ML across diverse populations.
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CONCLUSION
Implication for Future Research

Other than PC esports, there is a need to empower research on mobile phone-based MOBA.
The popularity of mobile MOBA can be attributed to their accessibility, as they can be played
on a wide range of mobile devices and social aspects, with players being able to team up
with friends and participate in global tournaments. Additionally, the fast-paced gameplay
and constant updates and events keep players engaged. Mobile phone MOBA often has
more diverse player bases and unique game mechanics compared to traditional PC-based
MOBA, making them an attractive field of study for researchers. This would have immense
potential to gain access to a much bigger data mine for a great prospect on ML-based studies.
Researchers might be intrigued by “How fo develop mobile phone-based MOBA ML models
for prediction” or “What specific challenges and opportunities in using mobile phone-based
MOBA data for ML research compared to traditional PC-based MOBA.”

The syntheses of subgroups reflect the complexity of MOBA esports. The insights from
most predictors used suggest that researchers prioritise quantifiable and directly impactful
features when constructing ML models. There is potential for growth in examining less-
explored aspects, such as player communication, teamwork, and leadership, which could
enrich predictive analytics. Based on players’ skill levels, there is a need to analyse a wider
spectrum of skill levels to better understand learning curves, mistakes, and strategies unique
to less experienced players. Given the varying skill levels, ML models should be designed to
be more adaptive to the provided datasets. In terms of human intervention, high automation
could streamline predictive analytics and provide rapid insights, while low automation
could enhance understanding in scenarios requiring human analysis. Future research may
aim to integrate both approaches for maximum efficiency, leveraging their strengths.

Another broad aspect of implications is to push for the commercialisation potential for
ML-based applications that non-researchers like MOBA esports teams and managements can
deploy. Players and teams can train effectively by using quantitative and scientific methods
to perform analysis and develop decision-support systems. However, providers must take
secure measures should commercial products with ML technologies use professional data.
ML with the ability to analyse large volumes of game data may commercialise:

1. Performance analysis application: An app that highlights strengths, weaknesses,
and areas for improvement for individual players and teams, providing detailed
feedback on gameplay mechanics (positioning, skill usage, and team coordination)
to help players refine their strategies and optimise their in-game decisions based
on match reports.

2. Strategic decision-support system: A third-party software for commercial use
that can act like a virtual coach that provides real-time recommendations during
practices, helping teams learn to adapt to changing conditions. This system might
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also analyse opponent behaviours, predict future moves, and suggest optimal
responses after matches.

3. Customised training program: An enhanced match reporting API or web-based
system that facilitates personalised training programs by analysing a player’s
historical performance data and tailoring training routines to address specific
weaknesses with automated coaching systems to accelerate target growth area.

4. Fan engagement and content creation: Plugins or tooltips in live or video
streaming services provide deep insight into professional players’ thoughts and
actions before, during and after matches for general audiences and players.

5. Real-time decision-making tool: Advanced Al systems that support non-players
and teams during gameplay enhance competitive performance and viewer
engagement. This approach could also open new avenues for the commercialisation
of Al tools in esports, making ML-driven decision-making an integral part of
competition viewership.

Deploying ML in esports faces several challenges, including data privacy concerns,
scalability, and integration with existing infrastructure. However, the success story of DotA
2 OpenAl displayed how Al and ML can benefit the esports industry as a whole (Berner
et al., 2019). From a simple project of creating a mode where a team of five humans fight
against 5 Al opponents, the DotA 2 community and players (casual and serious) enjoyed
the mode and successfully improved their gameplay as Al opponents have very high skill
levels. Content creators and professional teams alike produce huge numbers of content and
engagement through this mode, showing the significance of Al advancement.

Further, developing robust methodologies for data access restrictions and regional
variations is important. Future research should prioritise transparency in data collection
methods, clearly outlining any limitations and biases. The development of standardised
protocols for data sharing can help mitigate the impact of these challenges for more reliable
and generalisable findings. Normalisation techniques might be helpful in standardising data
from various regions, making it more comparable and reducing regional biases. Transfer
learning could also be employed to improve model applicability for multi-region studies.
By addressing these issues, the field of ML applications in MOBA esports can advance,
providing insights that are both scientifically rigorous and practically relevant to the global
gaming community.

Limitations

Conducting a systematic review for ML in MOBA is challenging due to the small number
of studies available, which can limit the scope and generalizability of the findings. This
can be because ML is a new field in esports research (Reitman et al., 2020), and MOBA
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is just one genre of many in esports. There is also a potential for bias or inconsistencies
in the methodology or reporting of the studies included in this review, which can affect
the accuracy and reliability of the results. The rapid evolution of both the field of ML and
the esports industry, too, in general, can mean that the studies included in the review may
become outdated quickly. Another limitation of this systematic review is the possibility
of missing relevant studies. The search strategy used may not be comprehensive enough
to capture all relevant studies, or some studies may be published in non-English language
journals and may not be included in the earlier search and screening process. In addition,
the studies included in the review may have used different datasets, variables, and ML
algorithms, which can make direct comparisons difficult.
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