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 Abstract  
Background: The Sarawak Gazette is a critical repository of information pertaining to Sarawak’s history. 
It has received much attention over the last two decades, with prior studies focusing on digitizing and 
extracting the gazette’s ontologies to increase the gazette’s accessibility. However, the creation of a 
question answering system for the Sarawak Gazette, another avenue that could improve accessibility, 
has been overlooked. 
Objective: This study created a new system to generate answers for user questions related to the gazette 
using chatbot technology. 
Methods: This system sends user queries to a context retrieval system, then generates an answer from 
the retrieved contexts using a Large Language Model. A question answering dataset was also created 
using a Large Language Model to evaluate this system, with dataset quality assessed by 10 annotators. 
Results: The system achieved 55% higher precision, and 42% higher recall compared to previous  
state-of-the-art historical document question answering while only sacrificing 11% of cosine similarity. 
The annotators overall rated the dataset 2.9 out of 3. 
Conclusion: The system could answer the general public’s questions about the Sarawak Gazette in a 
more direct and friendly manner compared to traditional information retrieval methods. The methods 
developed in this study are also applicable to other Malaysian historical texts that are written in English. 
All code used in this study have been released on GitHub.  

 Index Terms 
Historical documents; Old newspapers; Accessibility; Question answering; Artificial intelligence; 
Retrieval augmented generation; LangChain. 

  

1 INTRODUCTION 
The Sarawak Gazette is recognized as being one of the most important repositories 

in learning the history of Sarawak (Rosita et al, 2010). This gazette contains 

invaluable information on topics ranging from politics to people’s living standards, 

government, the landscape and even flora and fauna. The main goal of Sarawak 

Gazette was to report on Sarawak’s native relations, trading activities, the 

conditions of the government’s various residences and other public interests for 

international distribution (Rosita et al, 2010). These papers were published between 

August 1870 to January 1984 (Rosita et al, 2010; Fong & Ranaivo-Malançon, 2015), 

before computers became commonplace. 

Unfortunately, it is difficult to search for the required information as the documents 

need to be manually searched and read thoroughly (Rosita et al, 2010). Because of 

their age, they have become quite fragile and must also be handled with the utmost 

care.  
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Moreover, the original papers of the Sarawak Gazette have been scattered across Sarawak’s various libraries such as 

the Sarawak Museum and the Sarawak State Library (Pustaka Sarawak), as well as other countries’ libraries such as 

the National Library of Australia (Rosita et al, 2010). Thankfully, there have been efforts made at digitizing the 

Sarawak Gazette such that they are now widely accessible to the public (Rosita et al, 2010). There have also been 

manual efforts made at dealing with spelling changes, obsolete names, and grammatical errors, as well as in 

providing extra details within the digitized version of Sarawak Gazette (Rosita et al, 2010). 

While digital libraries such as Pustaka Negeri Sarawak State Library do not even have searching capabilities as of 

writing (Pustaka Negeri Sarawak, 2013), the gazette overall has been digitized and cleaned up enough such that 

there have been serious efforts made at extracting the ontologies of such documents (Rosita et al, 2010; Ramli et al, 

2017). Ontology is a shareable conceptualization of a domain that is specified formally and explicitly, to facilitate 

knowledge sharing between systems (Taye, 2010). If successful, these ontologies can allow semantic web 

technologies to be implemented, making the gazette machine-understandable rather than just machine-readable 

(Taye, 2010). For example, search engines could more effectively perform the task of Information Retrieval (IR) on 

Sarawak Gazette by using the ontology as a thesaurus to also match words that are similar to the query’s words 

(Paolucci, Kawamura, Payne, and Sycara, 2002; Taye, 2010). Information Retrieval here refers to the task of retrieving 

a sorted list of documents that are ranked based on a user’s query, with resulting IR systems commonly referred to 

as search engines (Jurafsky & Martin, 2024). 

Although there has been work done in trying to implement IR technology for the Sarawak Gazette, virtually no 

attention seems to have been given to another possible aspect for increasing the accessibility of the Sarawak Gazette, 

which is by implementing a Question Answering System (QAS). A QAS is any system that can answer a user’s 

question, whether through manual effort such as Community Question Answering sites (CQAs) or through 

automated means such as language models. Unlike Information Retrieval (IR) systems, QASes are expected to 

directly give short answers to user questions instead of returning a ranked list of documents containing the answers 

(Allam & Haggag, 2012; Ojokoh & Adebisi, 2019). 

QASes are typically implemented with the retriever/reader architecture, utilizing two main components: the 

retrieval component and the reader component (Jurafsky & Martin, 2024). The retriever component uses IR to get a 

set of documents from a user’s question, while the reader component parses the set of documents retrieved by IR to 

arrive at a definitive answer. The reader component itself can either return a span of text in the documents as the 

answer or generate novel sentences containing the answer. The latter method specifically is known as Retrieval 

Augmented Generation (RAG). The main advantage of the retriever/reader architecture is the ability to ask questions 

relating to proprietary or internal data not previously encountered by large language models during their training 

(Jurafsky & Martin, 2024). 

Building a QAS has become significantly more feasible due to the recent emergence of libraries such as LangChain 

that allow for simple integration of chatbots into new applications (Introduction, 2024). Chatbots are computer 

systems that can simulate human conversation, usually over the Internet (Adamopoulou & Moussiades, 2020). They 

can perform a variety of tasks including education, information retrieval as well as question answering 

(Adamopoulou & Moussiades, 2020). Chatbots and QASes are not the same – chatbots are built with human-

computer interactivity as the main principle and are meant to emulate the entire spectrum of informal human 

conversation including question answering (Jurafsky & Martin, 2024), while QASes are meant to perform question 

answering only – QASes do not necessarily have to be able to hold a conversation. 

There are four distinct techniques for applying chatbot technology in building a QAS, which are prompt engineering, 

retrieval augmented generation (RAG), fine-tuning and pre-training. Each of these vary in the amount of control 

they offer – prompt engineering and retrieval augmented generation do not tamper with the model’s internal 

parameters, while fine-tuning makes less parameter changes than pre-training (Ling et al, 2023). These techniques 

can be sorted by data required, where prompt engineering requires the least amount of prepared data, followed by 

RAG, fine-tuning and lastly pre-training, which requires the most data. There is also a positive correlation between 

model performance and computational power required – prompt engineering and RAG are typically less 

demanding, but also typically do not match performance levels reached by fine-tuning and pre-training (Ling et al, 

2023). 

https://aip.vse.cz/
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Despite the simplicity of prompt engineering, it may not be effective for building a QAS for the Sarawak Gazette. 

While there has been a lot of training data put into chatbots, chatbots almost never contain data on private, recent, 

or otherwise obscure corpora (Tebbe, 2024), such as the Sarawak Gazette. Using RAG instead remedies this – by 

supplying a question as well as the appropriate context, chatbots will still be able to pluck the correct answer from 

the given context despite not ever encountering them during training (Tebbe, 2024). 

Testing the QAS is another key step as it reveals how well the system answers the questions given to it. However, a 

fundamental issue of testing the QAS is that this requires a dataset of questions and reference answers that can be 

answered from reading the Sarawak Gazette, which has also not been addressed by previous research. To address 

this, the gazette’s contents is used to automatically generate a reference question-answering dataset. This dataset is 

then evaluated with human annotators to ensure all questions and reference answers are accurate. 

As the authors of this study anticipate future research by others to follow-up on implementing semantic web 

technology for the Sarawak Gazette, this study instead aims to understand how a QAS can be implemented that uses 

the context of Sarawak Gazette and using chatbot technology to directly give users the answers they need. This can 

provide an alternative path in increasing the accessibility of the Sarawak Gazette for historians as well as the public 

eye, as well as provide insight for future researchers on potential, additional challenges when it comes to raising the 

gazette’s accessibility. 

In summary, the Sarawak Gazette has remained quite inaccessible due to its age, but efforts at digitization and in 

making these documents searchable have been made. However, there has yet to be any research done on another 

path of improving the accessibility of these documents, which is by implementing a QAS using RAG and chatbot 

technology that can be used by the public. 

The rest of this paper is organized as follows: Section 1.1 states the problem statement, research questions, objectives 

and outcomes. Section 1.2 reviews the literature while Section 2 elaborates this study’s methodology. Section 3 

presents the results of this study, then Section 3.1 analyses these results. Finally, Section 4 and Section 4.1 discuss 

the obtained results and state the authors’ conclusions, respectively. 

1.1 Problem Statement 
Efforts in digitization have been made to also allow old newspapers such as the Sarawak Gazette to be more 

accessible for historians (Bingham, 2010). But even after such efforts, challenges still arise when trying to directly 

search for specific information, as techniques such as keyword searching will give a set of articles rather than the 

information directly (Bingham, 2010). As there are no existing systems that support advanced queries on the Sarawak 

Gazette that could solve the issue, manual interpretation of the articles is needed to get the required information, 

which is laborious and time-consuming. This can cause researchers, historians and the public to make assumptions 

grounded on investigations that are superficial and hurried, resulting in ineffective utilization of the potentially 

wealthy contents of old newspapers (Bingham, 2010). 

Even after the Sarawak Gazette’s accessibility has been improved after being digitized, barriers remain in handling 

the historical data’s variability and inconsistencies. These not only include problems such as grammatical errors, but 

also the use of outdated names, words and spellings that have changed since the gazette was printed. This hampers 

the effectiveness of both Information Retrieval and Question Answering systems. The current approaches for 

addressing these inconsistencies are mostly manual and tedious, which can lead to inefficiencies and even 

inaccuracies. The lack of a systematic method for gathering the necessary generalizations of the historical data 

contained in the Sarawak Gazette further complicates the production of an accurate and robust Question Answering 

System (QAS). 

1.1.1 Research Questions 

This paper is driven by the following two research questions: 

1. What is the accuracy of a QAS that utilizes chatbot technology in answering questions related to the Sarawak 

Gazette? 

2. What is the quality of a Sarawak Gazette QAS testing dataset automatically generated using a Large 

Language Model? 

https://aip.vse.cz/
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1.1.2 Research Objectives 

The primary objective of this study is to implement a QAS for the Sarawak Gazette that will provide accurate and 

direct answers to user questions using chatbot technology. This includes leveraging retrieval augmented generation 

(RAG) to allow the chatbot to use the gazette’s rich contents for generating contextually relevant answers. The 

performance of the resulting QAS is then evaluated against the previous state-of-the-art. To limit this project's scope, 

users can only give questions in text form, and answers can also only be given in text form. 

The secondary objective of this study is to develop and implement a methodology for processing the Sarawak 

Gazette’s historical data that can deal with various inconsistency problems including outdated spellings, obsolete 

names, and grammatical errors. This methodology aims to improve the accuracy and reliability of a QAS for the 

Sarawak Gazette by refining the QAS’s ability to understand the historical data and generate responses that are 

contextually relevant. This leads to increased usability and accessibility of the Sarawak Gazette’s rich historical 

content through the question answering system. 

1.1.3 Research Outcomes 

The main deliverable of this research is a Python program that allows the user to input their question and receive 

their answer without needing to provide the context behind the question, as long as the question’s context is within 

the Sarawak Gazette. The answers given by the program are then evaluated with automated metrics and discussed 

in this report. 

This study will also use the Sarawak Gazette to automatically generate a reference question answering dataset, then 

evaluate the resulting dataset using annotator-assigned evaluation scores. A discussion will be held about the quality 

of this study’s testing dataset. 

1.2 Literature Review 
This section will review previous research related to the creation of a question answering system (QAS) for Sarawak 

Gazette using chatbot technology. This section is composed of eight subsections, which in order talk about research 

done on the accessibility of Sarawak Gazette, the importance, evolution, models, techniques, and evaluation of 

QASes, the use of QASes over historical texts and lastly a discussion of findings. 

1.2.1 The Sarawak Gazette 

Little research has been found on enhancing the accessibility of the Sarawak Gazette. This subsection will talk about 

the contributions of all four research papers that have studied this topic. 

The Sarawak Gazette was a monthly newspaper first published in 1870 and today is regarded as an important 

repository of Sarawak’s history, containing information ranging from politics, living standards and conditions, law 

and order, ethnic relations, Sarawak’s landscape, economy, flora, and fauna (Rosita et al, 2010; Fong & Ranaivo-

Malançon, 2015). Rosita et al (2010), Fong and Ranaivo-Malançon (2015) note that due to the age of these papers, 

some have significantly deteriorated and require delicate handling, and some others are physically scattered across 

different libraries. Because of these issues, there have been efforts made at digitizing such documents. Figures 1, 2 

and 3 show the scanned and digitized versions of the Sarawak Gazette. 

The digitization process involved the usage of an Optical Character Recognition (OCR) machine to extract the 

gazette’s texts and store them into plaintext files, but this process was far from error-free with only 60% of characters 

being recognizable (Rosita et al, 2010). Figure 4 shows an example of these errors. Manual efforts have also been 

made at dealing with spelling changes, obsolete names, and grammatical errors (Rosita et al, 2010). Other research 

on this topic aimed to extract metadata about the gazette’s structure to reduce the number of human corrections 

required, which has yielded six Text Encoding Initiative (TEI) XML templates to represent the different layouts of 

the gazette’s pages (Fong & Ranaivo-Malançon, 2015). 
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Figure 1. A scan of the Sarawak Gazette. Source: (Fong & Ranaivo-Malançon, 2015). 

 

Figure 2. A screenshot of issue 493 of the digitized Sarawak Gazette, in PDF format. 
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Figure 3. An excerpt of issue 493 of the digitized Sarawak Gazette, in raw text format. 

 

Figure 4. Example OCR errors. Source: (Fong & Ranaivo-Malançon, 2015). 

There also exists research aiming to extract the ontologies contained in the gazette using the Karlsruhe Ontology and 

Semantic Web (KAON) framework, creating a document in XML format containing data required by the semantic 

web (Rosita et al, 2010). STOLE and Simple News and Press Ontologies (SNaP) were also used in another study for 

the same purpose (Ramli et al, 2017). Other than that, separate research also focused on understanding popular 

topics in the Sarawak Gazette that were still shared on social media (Nor Azizan et al, 2023). The authors of that 

study did so by performing analysis on a corpus of tweets on Twitter related to the gazette using Latent Dirichlet 

Allocation (LDA), followed by using a Convolutional Neural Network (CNN) to further classify the topics. 

In summary, there have been efforts made in digitizing the Sarawak Gazette and in making the gazette documents 

searchable. This implies that enough documents have been digitized such that the ontologies of the Sarawak Gazette 

can be meaningfully extracted. 

1.2.2 The Need for Question and Answering Systems 

This subsection will review the concept of QASes, the difference of these systems compared to information retrieval 

systems and ideas on the construction of such systems. 

QASes aim to automatically provide the best answers to queries expressed by the user in natural language (Hovy, 

Gerber, Hermjakob, Junk & Lin, 2000; Dumais et al, 2002; Ong, Day & Hsu, 2009; Ojokoh & Adebisi, 2019). Unlike 

Information Retrieval (IR) systems, QASes are expected to directly give the answers to questions instead of returning 

a ranked list of documents containing the answers (Allam & Haggag, 2012; Ojokoh & Adebisi, 2019). Some 

https://aip.vse.cz/
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researchers even argue that IR systems such as search engines do not truly perform the task of information retrieval 

as time is consumed in examining every retrieved document one by one to actually get the desired information 

(Ferret et al, 2001; Mishra & Jain, 2015). QASes can either be open-domain, which deal with almost every domain, or 

closed-domain, which are specialized to work under a specific domain such as music or weather forecasting (Allam 

& Haggag, 2012). 

This is a challenging task due to the several types of questions that users can ask, such as definitional questions, 

listing questions and why-type questions (Allam & Haggag, 2012). However, the main type of questions submitted 

by users are factoid questions – questions which are unanswerable such as the year of the Egyptian revolution (Allam 

& Haggag, 2012). Another problem is that different users can ask the same question but phrase it differently, which 

would require query expansion for such questions to be resolved (Allam & Haggag, 2012). 

In summary, the purpose of QASes is to automatically serve a concise, direct answer from a user-input question, 

without having the user waste time in searching through the answer. But building a question answer system is a 

challenging task due to the variety of questions that could be posed. 

1.2.3 Evolution of Question Answering Systems 

This subsection will discuss technologies created for answering user questions, starting with community question 

answering sites and reviewing them up to ChatGPT, then review GPT4All’s contributions. 

One form of question answering system that existed before chatbot technology had matured is Community Question 

Answering sites (CQAs) (Roy et al, 2022). These sites are on the world-wide web and allow users to exchange 

questions and answers with other users. One example of a popular community question answering site that remains 

to the present day is Stack Overflow (Roy et al, 2022). 

CQAs allow users to give questions and answers simply with natural language, but these systems also have major 

drawbacks. One drawback that is of particular importance to this paper is the amount of time it takes to receive an 

answer to a question. Any user that posts a question must wait to receive their answers, as the right user must have 

seen the question and must also post the right answer for it, both of which can lead to questions not receiving any 

answers for a long time, if not forever (Roy et al, 2022). Other issues relating to CQAs are shown in Figure 5. 

 

Figure 5. Review of issues in community question answering systems. Source: (Roy et al, 2022). 

In 1950, the idea of chatbots was popularized after Alan Turing (1950) proposed the Turing Test for evaluating how 

human a machine behaves (Adamopoulou & Moussiades, 2020). The first known instance of a chatbot was ELIZA, 

published in a paper by Joseph Weizenbaum (1966) that aimed to act as a psychotherapist simply by transforming 

the user’s prompts into question form. Its conversational abilities were weak, but it was good enough to confuse 

people at the time (Adamopoulou & Moussiades, 2020). An improvement over ELIZA was the PARRY chatbot, 
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published in 1971 (Colby et al, 1971). Unlike ELIZA, this chatbot was meant to emulate a paranoid person and was 

able to express feelings such as fear, anger and mistrust that increase or decrease based on the user’s inputs (Colby 

et al, 1971). 

The first leap in chatbot technology came with the introduction of the Artificial Linguistic Internet Computer Entity 

(ALICE) in 1995, winning the title of “most human computer” at the annual Turing Test contests in 2000, 2001 and 

2004 (Wallace, 2009). ALICE used a simple pattern-matching algorithm with its whole intelligence specified via the 

Artificial Intelligence Markup Language (AIML), an XML-based markup language which allows developers to alter 

the facts that are known to ALICE (Wallace, 2009; Marietto, 2013). 

After that, personal assistants such as Apple Siri, Amazon Alexa and Google Assistant were conceived 

(Adamopoulou & Moussiades, 2020). Personal assistants refer to systems that can understand user requests and 

autonomously respond to them by performing actions in the real world (Santos et al, 2018; Silva, 2020). These systems 

also count as chatbots as conversation is key in the human-to-computer interaction (Luger & Sellen, 2016; Silva, 

2020). However, these conversational agents failed to meet user expectations as users were unable to ascertain the 

system’s level of intelligence, are reluctant to use these for complex activities and needing to keep watch of these 

agents on all but the simplest tasks (Luger & Sellen, 2016). 

In 2023, ChatGPT was released for public use via a web user interface (UI) (ChatGPT, 2024). As of writing, ChatGPT 

uses the GPT-3.5 large language model for its free plan and GPT-4 for its paid plan (ChatGPT, 2024). Research has 

shown that the question answering performance and general reliability of the Generative Pre-trained Transformer 

(GPT) model had been continuously improving over time (Tan et al, 2023). Other research has shown how this 

chatbot can be successfully applied to various domains such as identifying cybersecurity threats, assisting the 

development of new natural language processing (NLP) models, and providing customized feedback to students 

and medical professionals (Kalla et al, 2023). 

In the same year after the release of GPT-4, an independent team of researchers had set off to make an open-source 

Large Language Model (LLM) named GPT4All, but later pivoted to lowering the barrier of entry for ordinary people 

to access the LLMs released by the open-source community (Anand et al, 2023). Their contributions for the latter 

include APIs that provide high-level yet stable APIs for downloading and using the highest-performing open-source 

LLMs, compressing those LLMs to be usable in consumer-grade hardware as well as creating a simple GUI 

application for interacting with the models as chatbots without requiring any code to be written. As of writing, this 

application is downloadable from the GPT4All website and supports opening documents within the program to 

enable the chatbot to answer questions using the information contained in the documents (Nomic AI, 2024). 

In summary, CQAs are a non-chatbot QAS solution that accepts questions expressed in natural language but suffers 

from major downsides. Chatbots that have been developed over the decades include ELIZA, ALICE and ChatGPT, 

and these can be used as QASes. GPT4All provides tools that simplify the process of using LLMs as chatbots. 

1.2.4 Question Answering System Language Models 

Improvements to chatbot technology were catalyzed by key improvements in language models. This subsection will 

review papers about language models ranging from statistical language models to large language models used in 

chatbots today. A summary of the four language model (LM) generations is shown in Figure 6. Zhao et al (2023) note 

that the years in the figure are determined by the publish date of the most representative studies at each stage, thus 

the time periods may not be fully accurate. Additionally, due to spatial limitations, not all representative studies are 

listed in the figure. 

The very first type of language model is the statistical language model (SLM), developed in the 1990s (Gao & Lin, 

2004). Statistical language models simply predict the next word based on the few words that came before it. These 

were good enough to enhance IR tasks and general NLP tasks (Liu & Croft, 2005; Zhai, 2008), but these models 

suffered from the curse of dimensionality as predicting the next word based on previous words required 

exponentially more computational power and memory (Zhao et al, 2023). There exists some research that tried to 

alleviate the data sparsity problem of SLMs by introducing techniques such as back-off estimation and Good-Turing 

estimation (Zhao et al, 2023). 

https://aip.vse.cz/
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Figure 6. Summary of the evolution process of four language model (LM) generations from the perspective of task solving 
capacity. Source: (Zhao et al, 2023). 

Around a decade later, neural language models (NLMs) were introduced, which were language models powered 

with neural network technology (Bengio et al, 2000). A major contribution in this research was the concept of 

distributed representations of words, and word predictions being conditioned on aggregated context features 

(Bengio et al, 2000; Zhao et al, 2023). Word2Vec was also proposed, aiming to create neural networks that learn 

distributed word representations, which were shown to be highly effective across a wide range of NLP tasks 

(Mikolov et al, 2013; Zhao et al, 2023). 

There are two major neural network architectures in neural language modelling, which are feed-forward networks 

and recurrent networks (Goldberg, 2016). For feed-forward networks, the innovation made in this domain was the 

emergence of Convolutional Neural Networks (CNNs), which contain convolution and pooling layers that help in 

treating the same sequences of words in a document as the same regardless of their absolute positions (Goldberg, 

2016). CNNs have been shown to achieve comparable, if not better results in the field of question answering 

compared to baseline systems (Dong et al, 2015). CNNs allow encoding arbitrarily sized items into fixed-size vectors 

that can capture salient features, but most of the structural information in the text is lost, as well as the relations 

between words that are far apart (Goldberg, 2016). 

Recurrent Neural Networks (RNNs), on the other hand, allow this information to be preserved by allowing the 

model to return another set of output vectors that are then fed back into the model as additional input along with 

the next token (Goldberg, 2016). RNNs have shown strong results for language modelling, bringing significant 

improvements compared to SLMs (Auli & Gao, 2014; Goldberg, 2016). However, these networks suffer from major 

problems including longer training times and limited effective working memory due to vanishing gradients (de 

Mulder et al, 2015; Goldberg, 2016; Zhao et al, 2023). Some solutions that are used for tackling this issue include 

batch-normalization, stepwise training, cutting down the size of RNNs or using a specialized architecture such as 

Long Short-Term Memory (LSTM) (Goldberg, 2016). 

In 2018, the first pre-trained language model (PLM), Embeddings from Language Models (ELMo) was proposed 

(Joshi et al, 2018). Unlike NLMs, pre-trained language models are task-agnostic – they can be adapted to work with 

a wide range of tasks with the pre-training and fine-tuning paradigm (Minaee et al, 2024). ELMo uses RNN-like 

encoders as text embeddings, but instead of learning fixed word representations, ELMo models are heavily pre-

trained to capture context-aware word representations, then shared with other researchers to be fine-tuned later to 

suit specific downstream tasks via transfer learning (Zhao et al, 2023). However, this model is still unable to capture 

long-distance context as the hidden states of the model have limited memory (Zhao et al, 2023). Research had been 

done to improve this model’s performance by adding modules for fluency repair and context matching, but this 

increases the resources required by the model (Jin et al, 2024). 

Shortly after ELMo’s introduction, the Bidirectional Encoder Representation from Transformers (BERT) was 

introduced, demonstrating superior performance compared to ELMo via the use of Transformer encoders (Devlin, 

et al, 2018; Zhao et al, 2023). Transformer encodings are a radically different technique compared to RNNs and 
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CNNs, using attention mechanisms that can model dependencies between inputs and outputs regardless of distance, 

and enabling computational parallelization to reduce training time (Vaswani et al, 2017). 

Around the same time that BERT was created, the Generative Pre-trained Transformer (GPT) was also conceived 

(Radford et al, 2018). GPT is a multi-layer Transformer decoder model pre-trained over an exceptionally large corpus 

of text, then continuously tries to predict the next word given the preceding words of the context (Jin et al, 2024). 

Decoder-only models have been shown to demonstrate superior performance after being pre-trained across various 

tasks (Jin et al, 2024). 

As BERT is an open-sourced PLM, it has been derived into different variants over the years, with notable variants 

including the Robustly Optimized BERT Pretraining Approach (RoBERTa) (Liu et al, 2019) as well as Bidirectional 

and Auto-Regressive Transformers (BART) (Lewis et al, 2019), both of which have been open-sourced. BART has 

been shown to outperform RoBERTa in question answering tasks (Lewis et al, 2019). 

A Lite BERT (ALBERT) was also open sourced in 2020 and distributed in assorted sizes. ALBERT-xxlarge, the largest 

ALBERT model, can achieve state-of-the-art performance while having fewer parameters than BERT-large, but at 

the cost of more computing power required (Lan et al, 2019). Smaller ALBERT models aim to alleviate problems 

related to GPU and TPU memory limitations as well as long training times, as they take less steps to train than the 

equivalent size of BERT models – about 15% less for ALBERT-base and 40% less for ALBERT-large (Lan et al, 2019). 

The last notable BERT variant that will be reviewed in this paper is DistilBERT, which was open sourced in 2019 

(Sanh et al, 2019). Using knowledge distillation, DistilBERT is 40% smaller and 60% faster than the equivalent BERT 

model, while retaining 97% of BERT’s understanding capabilities, which can be a compelling option for edge 

applications (Sanh et al, 2019). 

Research has later shown that scaling up Pre-trained Language Models (PLMs) often leads to improved model 

capacity on downstream tasks (Kaplan et al, 2020; Zhao et al, 2023). This led to the creation of GPT-3 that takes in 

175 billion parameters, compared to the 330-million-parameter BERT and 1.5-billion-parameter GPT-2 models 

(Brown et al, 2020). GPT-3 has been shown to be capable of solving few-shot tasks through in-context learning which 

its predecessor GPT-2 cannot do well, especially tasks that require reasoning or domain adaptation (Brown et al, 

2020; Zhao et al, 2023). These massive PLMs have been referred to as Large Language Models (LLMs) (Shanahan, 

2024), which have attracted significant research attention due to their emergent behaviors (Zhao et al, 2023). Some 

of the abilities gained by these models include in-context learning, instruction following and multi-step reasoning 

(Minaee et al, 2024). Zhao et al (2023) note however that there currently lacks a deep, detailed investigation into why 

LLMs gain abilities that cannot be achieved with typical PLMs. 

GPT-3.5 was released soon after by OpenAI in July 2021 (Zhao et al, 2023). This model was fine-tuned on a large 

corpus of GitHub code in addition to the corpus GPT-3 was trained with, leading to significant performance 

improvements to solving code and math problems (Drori, 2022; Zhao et al, 2023). 

GPT-4 on the other hand was released in March 2023 (OpenAI, 2023), showing a significant improvement on many 

tasks and outperforming ChatGPT’s GPT-3.5 LLM on a diverse range of difficult tasks (Bubeck et al, 2023). GPT-4 

was noted to have unparalleled mastery of natural language in tasks such as summarizing texts and question 

answering in various domains ranging from programming to law, accounting, medicine, music, and other fields 

(Bubeck et al, 2023). Despite its human-like performance, it too has limitations such as the lack of an “inner dialogue” 

in problem-solving, low working memory for math problems and performing poorly in constrained writing where 

the constraints apply globally for the entire generated text (Bubeck et al, 2023). 

In 2023, Meta AI released their set of LLMs called LLaMA to the research community (Touvron et al, 2023). These 

models were created in response to a study done by Hoffmann et al (2022) who have shown that smaller models 

trained on more data can be competitive with the largest LLM models while also using less computing power. 

LLaMA pre-training is also done using only publicly available datasets, which allows them to open-source their 

models and distribute model weights under a non-commercial license (Touvron et al, 2023; Minaee et al, 2024). As 

such, many derivatives of LLaMA also exist, including Mistral-7B which outperforms LLaMA-2-13B while 

maintaining efficient inference (Jiang et al, 2023; Minaee et al, 2024). The first iteration of the GPT4All model was 

also a fine-tuned LLaMA-7B model, which was found to yield less perplexities on ground truths compared to 

Alpaca-Lora (Anand et al, 2023). 
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PaLM was also published that same year, the first large-scale model that utilizes both the Transformer and Pathways 

technologies to achieve efficient scaling during training (Chowdhery et al, 2023). This LLM is also able to 

demonstrate chain-of-thought reasoning, including explaining jokes and complex questions (Chowdhery et al, 2023). 

Just like other LLMs, PaLM also has been derived into many variants as shown in Figure 7. One notable variant is 

Med-PaLM, a domain-specific PaLM designed to provide high medical question answering performance (Minaee et 

al, 2024). Med-PaLM itself was improved into Med-PaLM 2 via fine-tuning and ensemble prompting, setting a new 

state-of-the-art on the MedQA dataset with a score of 86.5% (Minaee et al, 2024). 

 

Figure 7. Popular LLM Families. Source: (Minaee et al, 2024). 

In summary, SLMs were the first category of language models that were developed, followed by NLMs, PLMs and 

finally LLMs. New techniques such as Word2Vec and Transformers also significantly contributed to the performance 

of these language models, while the spirit of open source contributed to the performance of future language models. 

1.2.5 Techniques of Using Language Models with Data 

This section will discuss how language models can be customized with data for purposes like answering questions 

over a specific dataset. There are four distinct ways to feed data to a language model, which in ascending order of 

computational power required are prompt engineering, retrieval augmented generation, fine-tuning and lastly pre-

training. 

Prompt engineering refers to the technique of programming an LLM using only prompts to perform a specific 

behavior (White et al, 2023). Prompt engineering is possible because of the capabilities of today’s LLMs to follow 

instructions and rules specified in the prompts sent to them, with sufficiently engineered prompts being capable of 

creating novel paradigms of interactivity, such as simulating a Linux terminal (White et al, 2023). 

 

Figure 8. White et al’s Context Manager Pattern. Source: (White et al, 2023). 

Using this method, it is possible to create a QAS for the Sarawak Gazette using White et al’s (2023) Context Manager 

Pattern as described in Figure 8, specifying that the following questions sent to the LLM should be answered with 

the context of Sarawak Gazette. As no other data input is fed into the LLM, all the generated answers will be solely 

based on the model’s parametric memory. Because of this, the questions that are answerable to the LLM will be 

limited to what the model has seen during training – public data that was current and available at the time of training 

(Tebbe, 2024; Q&A with RAG, 2024). 
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Retrieval Augmented Generation (RAG) is another technique for making a language model perform question 

answering. Compared to prompt engineering, RAG involves external data being supplied to the LLM as context for 

the LLM to refer to, rather than having the LLM rely solely on the data it was fed during training. 

 

Figure 9. An example RAG architecture. The study used BERT-like PLMs as the language models for the architecture instead of 
LLMs, which allows fine-tuning to be done in addition to RAG for improving the accuracy of the RAG system without being 

prohibitively expensive. Source: (Lewis et al, 2020). 

An example of an architecture that utilizes RAG is shown in Figure 9. The retriever component here is composed of 

two sub-components, which are the query encoder and the document indexer. The query encoder (labelled q in 

Figure 9) takes the input query and encodes it into an embedding vector that captures the essence of the query, 

which in the study is done with BERT. On the other hand, the document indexer sub-component retrieves the 

documents which have embeddings (labelled d(z) in Figure 9) that are the most similar to the embedding of the 

input query. Any metric can be used to compute the similarity – in Figure 9, Maximum Inner Product Search (MIPS) 

is used to determine the top-ranking documents. Lastly, the generator component takes in the retrieved documents 

and query, then uses them to generate a novel output. 

In this architecture, two language models are involved – one for the retriever and another for the generator. The 

documents are part of non-parametric memory, meaning that they are not memorized inside any of the language 

models’ parameters, instead being an external source of knowledge. This in turn allows the RAG system’s 

knowledge base to be updated simply by replacing the input documents supplied without needing to perform 

additional model fine-tuning (Lewis et al, 2020). 

Fine-tuning is a technique where LLMs (or any PLMs in general) that have acquired the general representations of 

language are retrained over new data to be adapted to a specific downstream task (Devlin et al, 2018). Compared to 

training a language model architecture from randomly initialized parameters, fine-tuning is less computationally 

expensive while still being able to achieve state-of-the-art performance (Devlin et al, 2018). 

Figure 10 shows the pre-training and fine-tuning steps done for BERT for question answering. While pre-training 

must involve a huge data set, which in this case involved over 3 billion words from BooksCorpus and the English 

Wikipedia (Devlin et al, 2018), fine-tuning can be done with far smaller datasets involving only thousands of 

examples (Retrieval Augmented Generation, 2024). Nevertheless, larger datasets will give more stability, for example 

datasets with hundreds of thousands of examples are far more tolerant of what hyperparameters are used for fine-

tuning (Devlin et al, 2018). The same study’s authors mention that the right hyperparameter values to use when fine-

tuning BERT are different for each task, but notes that a batch size of between 16 to 32, learning rate between 2e-5 to 

5e-5 and fine-tuning on the new dataset for 2 to 4 epochs will generally work well across all tasks. 

The most powerful and most expensive technique for creating a question answering system using an LLM is to train 

it from the ground up, with randomly initialized model weights over an exceptionally large corpus. Not only will 

this require deep expertise on big data gathering and processing, but there are also engineering challenges involved 

in the parallelization and distribution of model training for developing a capable LLM, which are difficult enough 

such that researchers must either be engineers or be working with engineers to solve such problems (Zhao et al, 

2023). For example, pre-training the LLaMA-7B model on A100-80GB GPUs required over 1 trillion input tokens and 

over 80 thousand GPU-hours (Touvron et al, 2023). However, despite the complexity of pre-training, this method 
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would provide the maximum amount of control over the model’s performance as all weights are fully controlled by 

only the researcher’s team, in comparison with fine-tuning where the general representations of language have been 

pre-trained by others (Devlin et al, 2018). 

 

Figure 10. BERT pre-training and fine-tuning. Fine-tuning the model utilizes the same architecture as pre-training, only differing 
in output layers and using the pre-trained model’s weights rather than randomly initiated weights. Source: (Devlin et al, 2018). 

In summary, the four distinct ways to customize LLMs to data are prompt engineering, retrieval augmented 

generation, fine-tuning, and pre-training. Prompt engineering requires the least computational power but also offers 

the least control, while pre-training offers the most control but demands the most computational power. 

1.2.6 Evaluation of Question Answering Systems 

This section will first discuss the measurement categories used for determining the performance of QASes, then 

present other studies’ findings regarding the methods used for evaluating these systems. 

One study argued that for QASes to be useful, developers should set performance goals based on the distribution of 

correct answers over ranks rather than measuring a single mean reciprocal rank value, as it would lead to increased 

user satisfaction (Kokubu et al, 2005; Ong et al, 2009). Based on this, User Satisfaction with Question Answering 

Systems (USQAS) was proposed as a user-centered framework for evaluating QASes, composed of four main 

elements which are Usefulness, Ease of Use, Information Quality and Service Quality (Ong et al, 2009). 

A 2020 study notes that all chatbot evaluation metrics used by prior studies fall under three broad categories, which 

are satisfaction, efficiency, and effectiveness (Casas et al, 2020). That study’s authors state that for studies where 

algorithmic performance is critical to the application, such as question answering, those studies often neglect 

evaluating efficiency and satisfaction as they are irrelevant to the problems they are seeking to solve, instead solely 

focusing on effectiveness, which is the correctness of the system. They also establish that no metrics have been used 

more frequently than others for evaluating chatbots, likely because there is currently no golden standard for 

evaluating chatbot performance. In fact, there are many papers that only present their chatbots and neglect 

rigorously testing them (Casas et al, 2020). 

For the case of Thapliyal’s (2023) thesis that involved building a QAS for historical books, there were a wide variety 

of metrics used including precision, recall and cosine similarity. In the context of evaluating the relatedness between 

each reference answer and generated answer, precision measures the proportion of the generated answer covered 

by the reference answer, while recall measures the proportion of the reference answer covered by the generated 

answer (Thapliyal, 2023). These two metrics are not the same – precision is reduced when the generated answer has 

words or tokens that are not present in the reference answer, while recall is reduced when the generated answer 

does not have words or tokens that are present in the reference answer. On the other hand, cosine similarity measures 

the two answers by their embedding vectors rather than tokens, with high cosine similarity indicating that the 

generated answer is relevant (Thapliyal, 2023). Each one of these evaluation metrics cover a distinct perspective: 
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precision checks for extra predicted tokens, while recall checks for missing predicted tokens and cosine similarity 

checks for the difference of meaning between the reference and predicted sentences. 

A 2016 study examined the usefulness of other automatic evaluation metrics such as Recall-Oriented Understudy 

for Gisting Evaluation (ROUGE), Bilingual Evaluation Understudy (BLEU) and METEOR for evaluating the 

performance of chatbots (Liu et al, 2016). Their findings show that for unsupervised dialogue systems where 

multiple responses are valid, these metrics correlate very weakly against scores assigned by humans. The study’s 

authors note that an alternative, automatic evaluation metric that is representative of human-assigned scores 

remains an open research question. A 2022 study that applied chatbot technology to make a historical industrial 

heritage QAS cited the former study as the reason they did not use BLEU for evaluating their chatbot (Arcan et al, 

2022). 

More recent evidence (Deutsch et al, 2021) highlights that ROUGE does not truly measure the amount of information 

that is common between two pieces of text, instead this metric simply measures the degree of overlap between them. 

Pieces of information that are completely different can still result in a high ROUGE score if they happen to contain 

the same words or tokens, which is undesirable behavior for an evaluation metric. 

Other than these automatic evaluation metrics, it is also possible to use PLMs and LLMs to evaluate QASes by 

prompting them to give a rating based on how good an answer is for a given question. An example of this is the 

Vicuna evaluation pipeline (Zheng et al, 2023). However, there are some well-known criticisms regarding the usage 

of language models (LMs) to evaluate the generated outputs of another language model. Liu, Moosavi and Lin (2023) 

have shown that evaluator LMs tend to assign higher scores to generator LMs of the same family. An example of 

this phenomenon is BARTScore giving higher scores to BART-generated text compared to other LMs. In addition, 

another study (Wang et al, 2024) has shown that LLMs exhibit positional bias, where merely shuffling the order of 

content to be evaluated can result in different evaluation scores. 

In summary, there is currently no golden standard for evaluating the performance of chatbots, with different 

researchers using different methods of evaluation depending on the specific problems their studies are addressing. 

The only evaluation metrics that are usable in this study are those that have been used by prior studies about 

applying chatbot technology to historical archives, as using other evaluation methods runs the risk of this study’s 

results being invalid or cannot be compared meaningfully with prior studies. 

1.2.7 Use of Chatbots over Historical Texts 

Very few studies could be found that involve both chatbot technology and using it over historical documents. All 

four papers found that are related to both chatbots and historical text will be reviewed in this section, in 

chronological order. 

A 2005 study investigated the application of chatbot technology in animating corpora (Shawar & Atwell, 2005). 

Specifically, they used SGML annotated data from the British National Corpus (BNC) and converted them into AIML 

for training the ALICE chatbot, along with parsing user questions using a most significant word approach to increase 

the possibility of finding an answer. They also investigated using a Frequently Asked Questions document of 

University of Leeds’ School of Computing for training the chatbot in the same way. 

The results of the study were that ALICE’s pattern-matching approach did allow ungrammatical or ill-formed inputs 

to still yield the correct answer, but the chatbot’s replies were sometimes inconsistent, ungrammatical, or otherwise 

odd due to the variety of speakers in the corpus. Nevertheless, they note that ALICE can at least qualitatively 

visualize the use of language in the training corpus, such as gender variation, domain-specific terminology, and the 

sentiment of certain topics. 

Another study in 2013 looked at designing a chatbot for emulating a historical figure (Haller & Rebedea, 2013). To 

use this chatbot, the user must first select their desired historical figure, or key in the Wikipedia and DBpedia links 

of a historical figure for the chatbot to internally generate a list of facts relating to the figure. It is after this step that 

the user can ask questions related to family relations, political views, military career, and a few others. The chatbot, 

which is built with ChatScript, then tries to pattern-match the user’s question to determine what the question is 

asking. If there is a match, the chatbot gives an answer that is adapted based on the facts stored in the chatbot’s 

memory. The authors note that since the chatbot is meant to be used by the public, a user-friendly interface is an 

absolute necessity. 
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A noted problem with this chatbot is that if the user’s question fails to be pattern-matched, the chatbot returns a 

random statement from the knowledge base. Also, all ChatScript rules that are used by the chatbot must be typed 

by hand, which means that historical figures who were inventors, philosophers, doctors, and other careers require 

additional hand-typed rules to deal with the additional questions that could be asked. 

A more recent study conducted in 2022 demonstrated how a chatbot can be built in the domain of 18th to 19th 

century industrial heritage (Arcan et al, 2022). The authors algorithmically generated the questions by extracting the 

most meaningful terms from articles in Project Gutenberg and the British Digital Library Collection using Saffron, 

extracting the relation of those terms using Stanza, sent each relation as a query to the libraries to obtain relevant 

training data, then used OpenNMT to convert the extracted terms into questions. The chatbot also utilizes a custom-

made Transformer neural language model (NLM) architecture for answer generation. They did not use a pre-trained 

language model (PLM), instead opting to build a language model from scratch. 

The resulting chatbot was manually evaluated with four volunteers. In general, the chatbot’s answers ranged 

between acceptable and possibly acceptable, sometimes giving only half-answers or incomprehensible text. The 

limitations noted by the authors include the term and relation extraction method, data collection method and 

evaluation method, as they did not include relevant historical expertise in their study. Their methods also only 

extracted singular terms for question generation, and the questions themselves are simply generated from a 

template. They note that the usage of Transformer models such as Text-To-Text Transfer Transformer (T5) may be 

more effective for question generation. 

The latest research found by this paper’s authors relating to applying chatbot technology to historical text is a 2023 

thesis that applies a series of AI-powered question answering models for the Mahabharat (Thapliyal, 2023). For this 

paper, emphasis will be given to that author’s Retrieval Augmented Answer Generation System (RAAGS), which is 

similar to a QAS except that context does not need to be provided by the user, as the model has been pre-trained 

with the context. This means the user only needs to input their question to receive an answer, which very closely 

resembles the question answering capabilities of chatbots on usual questions. 

Using T5 for the RAAGS, that author achieved a cosine similarity of 0.763. Cosine similarity was introduced as a 

metric that can be used in evaluating the quality of generated answers by comparing the vector embeddings of the 

reference answer and generated answer for each question. The RAAGS system is inferior compared to the 0.827 

cosine similarity achieved by that author’s contextual QAS, which is expected due to the lack of user-fed context. 

The same author also claims that the RAAGS can be extended to other languages and historical books to make 

historical texts more accessible (Thapliyal, 2023). Future directions suggested by that author include looking into 

issues of domain-specificity, how to evaluate the systems more effectively, how to increase the cost-effectiveness of 

the systems and using bigger LLMs for building the systems. 

In summary, a variety of approaches have been used for building chatbots on historical documents, including 

pattern-matching methods, a custom-built NLM and the T5 PLM. Some issues with early chatbots include 

inconsistencies and patterns needing to be manually specified, while later chatbots have issues related to evaluation, 

training dataset generation and integrating bigger models into their systems. 

1.2.8 Discussion 

Limited research has been done on the Sarawak Gazette, with the latest research only focusing on collecting data 

required for the semantic web (Rosita et al, 2010; Ramli et al, 2017), which would allow for the building of IR systems 

to retrieve documents from the Sarawak Gazette. But the literature has shown that information retrieval is different 

from question answering, as QASes must return answers to questions that are straight to the point rather than the 

relevant documents, saving the user’s time (Allam & Haggag, 2012; Ojokoh & Adebisi, 2019). As such, this research 

which applies chatbot technology to create a QAS with the context of Sarawak Gazette is a novel research path that 

may improve the accessibility of information contained in the Sarawak Gazette. 

While pre-training an LLM from scratch would theoretically yield the best accuracy, this requires a corpus far too 

huge given the resource constraints of this study. Fine-tuning also cannot be done as this study’s Sarawak Gazette 

dataset has too few examples, as well as fine-tuning itself requiring too much computational power (Ling et al, 2023). 

Therefore, the best path forward for this research to make a QAS that leverages chatbot technology is Retrieval 
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Augmented Generation. Considering this, the architecture of this study will follow the RAG architecture introduced 

by Lewis et al (2020), with only a few parts modified to match the objectives of this study. 

As there is currently no gold standard for chatbot evaluation (Casas et al, 2020), evaluation will be done using 

precision, recall, accuracy, F1-score, cosine similarity and BLEU-1 to cover the various aspects of the QAS while also 

being meaningfully comparable with a previous study on historical document question answering. 

2 METHODOLOGY 
This section details the research strategy of this study. In general, the steps involved with building a QAS included 

data preprocessing, implementing the reader/retriever architecture and displaying a user interface (UI), whereas the 

steps involved with creating the reference Sarawak Gazette QAS included dataset generation and validation. 

A Large Language Model (LLM) was used twice in the methodology. Its first use was to generate the questions and 

reference answers as described in Section 2.2, which afterwards were checked by humans to ensure they are correct. 

Then, these questions were fed into the QAS described in Section 2.1 to get generated answers, which afterwards 

were evaluated against the reference answers using automated metrics instead of humans, such as accuracy and 

BLEU. 

2.1 The Question Answering System for the Sarawak Gazette 
This study closely followed the research steps made by Thapliyal (2023) due to its similarity. In general, building the 

QAS involved the processes of dataset acquisition, data preprocessing, context retrieval, retrieval augmented 

generation, model evaluation and finally UI construction. The ultimate goal of this study was to make a question 

answering chatbot focused on the Sarawak Gazette using the LangChain library. 

 

Figure 11. Overall architecture of this study's Question Answering System. 

Figure 11 is a summary of this study’s methodology. The architecture used is an adaptation of the RAG architecture 

introduced by Lewis et al (2020), with the main difference being the addition of data preprocessing steps to improve 

the quality of the input documents. 

The very first step was to obtain the digitized Sarawak Gazette documents in raw text format as seen at the bottom-

left of Figure 11. The process of obtaining this data falls under data acquisition. Due to resource constraints, only a 

subset of all Sarawak Gazette papers was used for this study, specifically papers that had been digitized and were 

readily accessible by the study’s authors. The composition of the files used in this study by publish year is shown in 

Table 1. It should be noted that the table does not show the number of distinct tokens – tokens that appeared more 

than once were counted for each instance. 

There did not appear to be a hard limit on either the minimum or maximum amount of digitized text documents 

that needed to be collected. However, if a specific task involves a dataset that the language model has not seen, the 

model will not be able to perform that task (Thapliyal, 2023). Extrapolating from this, if the input documents did not 

contain the information required to answer certain domain-specific questions, then the resultant chatbot would also 

not be able to answer those questions. 
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Table 1. Statistics of digitized Sarawak Gazette text files used in study. 

Year Issues Covered Total Tokens 

1907 11 248,237 

1919 22 226,873 

1920 27 256,913 

1922 12 252,174 

1926 12 280,533 

1927 11 214,923 

1928 12 121,251 

1929 6 93,030 

1930 12 271,482 

1931 11 246,402 

1932 12 189,186 

1933 12 112,095 

1934 11 65,673 

1935 12 187,264 

1936 12 266,664 

1937 12 210,850 

1939 1 13,978 

1941 1 16,862 

1947 12 260,970 

1948 12 275,835 

1949 1 28,910 

1951 1 18,168 

1953 10 212,656 

1958 4 107,790 

Grand Total 249 4,178,719 

 

The next step involved data preprocessing, which in this case involved data cleaning, dataset splitting, feature 

extraction and creating a vector store. Data cleaning involved removing special characters and excess space 

characters that were present due to imperfections in digitizing the Sarawak Gazette. Other steps that would normally 

be done for data cleaning such as tokenization and part-of-speech tagging were unnecessary as the generator 

automatically performed these steps when given textual input. Case folding was also not done because the chatbot 

needed to know the capitalization of words to properly format its output. 

Thapliyal’s (2023) study used LangChain to split up the text documents, creating chunks with an average size of 

8000 characters per chunk with 300 characters of overlap, which yielded an average of 699 words per chunk. 

However, the author also states that choosing the right context chunk size is difficult and requires experimentation. 

While more context would increase the accuracy of the generated answers, not only will longer prompts incur more 

processing time, but LLMs forget tokens that exceed their context window, for example Mixtral 8x7B has a context 

length of 32 thousand tokens (Mistral AI Team, 2024). 

This study used the same library, LangChain, to split the text data into smaller chunks. The chunks overlapped by 

300 characters just like in Thapliyal’s (2023) thesis, but the average number of characters per chunk was reduced to 

1200, as it was found that any higher numbers than this would always cause this study’s chosen LLM, Nous-

Hermes2, to halt due to too many input tokens. This is because the GGUF file format, which is the file format used 

by GPT4All models, imposes a context length limit of 2048 tokens (GPT4All, 2024). 
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Feature extraction of the document chunks was required for determining which smaller chunks were the most 

relevant for answering the user’s question. This is done via the process of vectorization, where the context chunks 

are embedded into a very high-dimensional vector space such that texts that are semantically close together are also 

close together in the vector space (Embeddings, 2024). This allows measurements to be made between two pieces of 

text by comparing their similarity in the vector space, allowing operations such as semantic search to return the n-

th most similar pieces of text from a given query (Embeddings, 2024; Text embedding models, 2024). 

This study again used the LangChain Python library to generate vector embeddings from context chunks and cached 

the generated embeddings into a vector store, referred to as the Embedding-Chunk Database in Figure 11. The latter 

process was so that the embeddings did not need to be regenerated whenever a different user question was asked. 

After the data preprocessing phase, efforts were made at implementing the Context Retrieval component. This 

component was an IR system that served to take in a user’s question, then give a ranked list of document chunks 

that were the most relevant to the user’s question, hopefully capturing enough context for the QAS to then generate 

the correct answer using the returned chunks. This was done by generating the vector embedding of the user’s 

question, then comparing the question’s embedding with all the chunk embeddings in the vector store. Embeddings 

that had the highest similarity with the question were put into a ranked list and returned by the IR system. 

The parameters available for this component were the similarity metric to use and the number of chunks to return. 

For this study, only the top 5 most similar chunks were returned, and similarity was measured as the cosine 

similarity between the question and chunk embedding vectors, just like in Thapliyal’s (2023) study. 

After that, the ranked document chunks were used to generate an answer to the user’s question using the Retrieval 

Augmented Generation (RAG) technique. To do this, the ranked retrieved contexts and the user’s question were 

combined into a chatbot prompt, as shown in Figure 11. The structure of the prompt itself used LangChain’s most 

commonly used structure for retrieval augmented question answering (“rlm/rag-prompt”), which asks the user’s 

question, gives the context behind the question and has additional sentences telling the chatbot to say that it doesn’t 

know when the contexts cannot answer the question, as well as telling the chatbot to keep the answer concise (rlm, 

2024). 

LangChain’s GPT4All module was used for answer generation, as it allows an LLM to be run locally on consumer-

grade hardware and perform the following actions for each user question: 

• Send the constructed prompt into the LLM, 

• Retrieve the output of the LLM, and 

• Send the response back to the program. 

This study’s program then handled the response by displaying it to the user, completing the application flow. The 

GPT4All API itself supports a wide variety of LLMs, not just GPT (Anand et al, 2023). While OpenAI does offer an 

API to send prompts and receive answers from GPT-3.5, their model is not open source and is only licensed for 

commercial use, requiring payment (Pricing, 2024). The authors of this study have chosen to use the Nous-Hermes2 

LLM since as of writing, it is a state-of-the-art chatbot model – on the PIQA dataset, it outperforms LLaMa-13B by 

1.6 points and GPT-J-6.7B by 4.5 points (Anand et al, 2023). This is also true on the OBQA dataset, outperforming 

LLaMa-13B by 4.0 points and GPT-J-6.7B by 8.2 points (Anand et al, 2023). The usage of an LLM makes this study 

distinct from Thapliyal’s (2023) study, as the author of that study used the T5 PLM, which does not leverage chatbot 

technology for answering the user’s question. 

Evaluating this study’s chatbot involved the testing dataset generated from this study, which is described later in 

this paper. Each question from this testing dataset was fed into the question answering system to get a corresponding 

generated answer for the question. The authors of this study used average precision, average recall, average 

accuracy, average F1-score, BLEU-1 and average cosine similarity between question and answer to quantify chatbot 

performance, as many of these metrics were also employed by a previous study (Thapliyal, 2023). As mentioned in 

Section 3, precision measures the proportion of the generated answer covered by the reference answer, while recall 

measures the proportion of the reference answer covered by the generated answer (Thapliyal, 2023). The exact 

formula to calculate precision is: 
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𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑛(𝑆𝑅 ∩ 𝑆𝐺)

𝑛(𝑆𝐺)
 (1) 

In the formula above, SR is the set of all tokens in the reference answer, SG is the set of all tokens in the generated 

answer and n is a function that gives the cardinality of the set. 

Similarly, the exact formula to calculate recall is: 

𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑛(𝑆𝑅 ∩ 𝑆𝐺)

𝑛(𝑆𝑅)
 (2) 

SR, SG, and n in the formula above have the same meaning as in the formula for calculating precision. Precision and 

recall will be calculated for each pair of generated answer and reference answer, then both are averaged to get the 

average precision and average recall, respectively. 

Average accuracy was calculated in a similar way, using the following formula: 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑛(𝑆𝑅 ∩ 𝑆𝐺)

𝑛(𝑆𝑅 ∪ 𝑆𝐺)
 (3) 

For F1-scores, the below formula was used, with precision and recall calculated using equations 1 and 2. 

𝐹1 =
2 × 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
 (4) 

BLEU-1 is significantly more complicated to calculate. Papineni et al (2002) provides a more complete description 

on calculating BLEU scores between predicted text and reference texts, but in brief: 

𝐵𝐿𝐸𝑈 = 𝐵𝑃 × 𝑒𝑥𝑝 (∑ 𝑤𝑛

𝑁

𝑛=1

𝑙𝑜𝑔𝑝𝑛) (5) 

Where BP is the brevity penalty, equal to 1 when the number of predicted tokens is at least the number of reference 

tokens and exp(1-ref_length/predicted_length) otherwise, exp is the exponential function (exp(x) = ex), N is the 

maximum n-gram length, wn the weightage of the n-th N-gram precision score (usually set to 1/N) and pn the 

precision score of the n-th N-gram. Since only unigrams are considered for BLEU-1, N and thus wn are substituted 

with 1 for this study: 

𝐵𝐿𝐸𝑈 − 1 = 𝐵𝑃 × 𝑒𝑥𝑝 (∑ 1

1

𝑛=1

𝑙𝑜𝑔𝑝𝑛)

 = 𝐵𝑃 × 𝑒𝑥𝑝(𝑙𝑜𝑔𝑝1)

 (6) 

Calculating cosine similarity required a different approach. To do this, each question’s reference answer and 

corresponding generated answer were vectorized into embedding vectors, then compared using cosine similarity to 

score how well the generated and reference answers aligned. A high cosine similarity meant that the reference 

answer and generated answer were similar, indicating that the generated answer was high quality. Just like 

Thapliyal’s (2023) methodology, the cosine similarities obtained across all generated and reference answers were 

averaged. This aggregated result was then used to compare this study’s chatbot performance with the other study’s 

chatbot. 

Another dataset, ChroniclingAmericaQA (Piryani et al, 2024), was also used for evaluating the chatbot. This dataset 

contains testing data for NLP models specifically for historical document question answering tasks, with each 

example consisting of context, question, and reference answer triplets. The same experimental strategy was used for 

evaluating the chatbot over these datasets apart from the context retriever, where it was replaced with the context 

obtained from the triplets instead of being retrieved from the Sarawak Gazette. Due to time constraints, only 500 

randomly sampled testing examples from the ChroniclingAmericaQA dataset were used to evaluate the QAS. 

Another dataset apart from the Sarawak Gazette was used due to the latter’s unique features. An example is that the 

topics covered in the Sarawak Gazette are widely varied, including politics, lifestyle, law, culture, geology, economy, 

and even flora and fauna (Rosita et al, 2010; Fong & Ranaivo-Malançon, 2015). The Sarawak Gazette, while usually 

written in English, sometimes also contains passages written in historical Malay or Jawi, which can be more 
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challenging for the chatbot than the Chronicling America newspaper collection, as the latter only consists of 

historical English text. 

For implementing the UI, Qt6 for Python was used. Qt6 is a library for creating UI applications and is licensed under 

either a commercial license or the Lesser GNU Public License Version 3 (LGPLv3) license. LGPLv3 only requires that 

the program’s code be freely available if the library is statically bundled with the program (Obligations of the GPL and 

LGPL, 2024), which is not the case due to Python’s import mechanism. Therefore, the free version of Qt6 was used 

for building the UI. 

2.2 Creating the Reference Question Answering Dataset 
As there did not exist a question answering testing database specifically for the Sarawak Gazette, one needed to be 

created for evaluating the QAS. Dataset creation involved sampling, generation, and validation steps. For this study, 

the authors had chosen to generate 100 pairs of questions and reference answers, as 100 is the same number used by 

Arcan et al (2022) for evaluating their own chatbot. 

 

Figure 12. Creating the Reference Question and Answer Dataset. 

Sampling was done by taking 100 random passages from the original Sarawak Gazette dataset, each with an average 

length of 5000 characters. After that, generation was done using a generative chatbot, specifically Nous-Hermes2. 

Using the entire content of individual gazette papers to generate questions was initially considered, but then deemed 

to be impossible due to the LLM’s token limit. Instead, Thapliyal’s (2023) method was used, which was by splitting 

the documents into smaller chunks, then using these chunks as context to generate the questions and reference 

answers. Each question involved only one chunk. 

The next step was to validate the generated reference dataset via external volunteers who are knowledgeable in 

historical topics, to ensure that the questions and reference answers are relevant to the Sarawak Gazette and that the 

answers are correct. All the generated content needed to be verified, as LLMs are vulnerable to generating 

hallucinated answers, which are answers that appear correct at first glance but are incorrect in reality (Thapliyal, 

2023). For this activity, the 100 pairs of questions and reference answers were grouped into 10 sets of 10 questions 

each, then all sets were evenly distributed across 10 volunteers, one set each. 

The quality of the generated questions and reference answer pairs were evaluated with the same methods used by 

Arcan et al (2022). Specifically, all generated contents were assigned a score from 1 to 3 based on Coughlin’s (2003) 

error classes, which consists of the following: 

• 1: Unacceptable. Accurate information is little to none, or the generated content is absolutely 

incomprehensible. 

• 2: Possibly Acceptable. Some information has been generated accurately and the generated content could 

be comprehended if given enough time and/or context to understand them. 

• 3: Acceptable. Not necessarily perfect, but all information is generated accurately and definitely 

comprehensible. 

3 RESULTS 
This section presents the figures obtained from this study’s experiment, specifically the QAS’s performance and the 

quality of the QAS’s testing dataset. The QAS’s performance metrics shown in this paper are over two different 

datasets, which are this study’s Sarawak Gazette QA dataset as well as the ChroniclingAmericaQA (Piryani et al, 
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2024) dataset. On the other hand, the quality of the QAS’s reference dataset was determined based on the mean 

evaluation scores given by 10 annotators. 

3.1 Question Answering System Evaluation 
The completed QAS for the Sarawak Gazette was tested using two datasets, which are this study’s generated 

Sarawak Gazette QA dataset and the ChroniclingAmericaQA dataset. For each example in each dataset, the question 

was sent to the QAS to get a generated answer. Then, the generated answer and reference answer were used to 

determine the precision, recall and cosine similarity of the QAS for the given question. In this study, overall 

performance was determined by taking the mean of these metrics over 100 generated answer and reference answer 

pairs (Table 2). 

Table 2. QAS Performance over Sarawak Gazette Question Answering and ChroniclingAmericaQA datasets.  

Metric Sarawak Gazette QA Dataset ChroniclingAmericaQA Dataset 

Mean Precision 0.487 0.076 

Mean Recall 0.430 0.645 

Mean Accuracy 0.296 0.075 

Mean F1-Score 0.436 0.130 

Mean Cosine Similarity 0.678 0.311 

BLEU-1 0.383 0.070 

 

On the Sarawak Gazette Question Answering Dataset, the QAS had poor mean precision and recall. The low 

precision was due to the answers generated by the QAS often having tokens that were not present in the reference 

answer. A possible interpretation of this is that only 48.7% of the words generated by the QAS were relevant. On the 

other hand, the low recall was due to the generated answers often missing tokens that should be present as per the 

reference answers, which could be interpreted as the QAS only giving complete and correct answers 43.0% of the 

time. 

When the dataset was switched to ChroniclingAmericaQA, mean recall improved while cosine similarity and 

precision dropped, with mean precision dropping by over 84%. The QAS’s generated answers were not concise at 

all compared to the reference answers in the ChroniclingAmericaQA dataset, but they did contain more words from 

the reference answer on average. The lower cosine similarity on the ChroniclingAmericaQA dataset compared to 

the Sarawak Gazette QA dataset was highly likely a consequence of the exceptionally low precision, because the 

considerable number of additional words generated by the QAS could have changed the overall meaning of the 

generated answer to be far from the overall meaning of the reference answer. 

3.2 Sarawak Gazette Question Answering Dataset 
After the dataset for evaluating the QAS had been generated, 10 annotators with a background of Sarawakian history 

annotated the dataset. Each annotator rated 10 questions and reference answer pairs by assigning an evaluation 

score of either 1, 2 or 3 for each item based on Coughlin’s (2003) error classes. The mean evaluation scores assigned 

by each annotator were then averaged to arrive at a final number quantifying the dataset’s quality (Table 3). 

The generated testing dataset had been consistently scored highly across annotators, with 8 annotators giving a 

perfect score of 3 for each item. Annotator 6 rated 3 for all items except one, where a rating of 1 was given instead. 

This yielded a mean evaluation score of 2.8. Annotator 7 only gave 5 items a rating of 3 – one item was scored 1 

while the other four were scored 2. This explains the minimum mean evaluation score of 2.4 given by Annotator 7. 

Even with the presence of two outliers, the higher prevalence of perfect scores had shifted the average mean 

evaluation score to almost 3. 

In summary, this study’s QAS performed best on the Sarawak Gazette QA dataset in terms of precision and cosine 

similarity, while performing best on the ChroniclingAmericaQA dataset in terms of recall. However, the maximum 

evaluation scores attained by the QAS are still quite low – 0.488 on mean precision, 0.646 on mean recall and 0.678 
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on mean cosine similarity. The Sarawak Gazette QA dataset was rated highly among annotators, attaining an 

average mean evaluation score of 2.9. 

Table 3. Evaluation scores assigned by annotators over generated testing dataset.  

 Question Numbers Evaluated Mean Evaluation Score 

Annotator 1 1-10 3.0 

Annotator 2 11-20 3.0 

Annotator 3 21-30 3.0 

Annotator 4 31-40 3.0 

Annotator 5 41-50 3.0 

Annotator 6 51-60 2.8 

Annotator 7 61-70 2.4 

Annotator 8 71-80 3.0 

Annotator 9 81-90 3.0 

Annotator 10 91-100 3.0 

Average of Mean Evaluation Score 2.9 

 

3.3 Analysis 
This section elaborates further about the results obtained in this study, particularly the poor precision and recall of 

the QAS and the difference in mean cosine similarity over the two testing datasets. This section will also compare 

this study’s results with those of previous studies. 

A possible explanation for the poor precision and recall achieved by the QAS on the Sarawak Gazette testing dataset 

is that there are multiple valid answers for many questions. On the question “What are some of the sections that 

were featured in the Malaya Borneo Exhibition?”, the generated answer was “Stamps, specimens from mines in 

Selangor and Kinta, large model of the Sarawak Oil Fields at Mid, mineral specimens from the Peninsula, China clay 

and pottery works at Gopeng, native entertainments such as Hathorn and Borsa performances, Memora presented 

by Kelantan, a photographic exhibition sponsored by the Sarawak Photographic Society, and an Art Exhibition with 

categories like drawing, painting in various mediums, wood-carving, metal work, fancy needlework, etc.” while the 

reference answer mentions “Agriculture, Minerals, Amateur Photographic, Professional Photography, Western 

Arts”. 

Mines and minerals are different tokens, thus the generated answer both missed a word that was in the reference 

answer and had a word that was not, even though the QAS did correctly mention a section for minerals. This 

example yielded precision and recall of 0.290 and 0.500 respectively, while cosine similarity was 0.824. 

For the ChroniclingAmericaQA dataset, a possible hypothesis for the lower cosine similarity and extremely low 

precision is that the LLM always tried to generate complete sentences while the reference answers tended to be at 

most a few words. On the question “How many trains are on the SHOP W. daily except April 19, 1891?”, the 

generated answer was “There are four trains (Trains 1, 2, 4 and 4) on the SHOP W. daily except April 19, 1891.” while 

the reference answer was a single character: “4”. This example yielded precision and recall scores of 0.048 and 1.000 

respectively, while cosine similarity was 0.274. This hypothesis is further supported by the improved mean recall 

score, showing that the generated answers typically covered more tokens in the reference answers. 

Despite the poor QAS performances on the Sarawak Gazette QA Dataset, they still match well with previous results 

for a QAS on historical book question answering (Thapliyal, 2023). This study’s QAS achieved 55% higher mean 

precision than the previous state-of-the-art of 0.316 mean precision, as well as 42% higher mean recall than the 

previous result of 0.304. However, this study’s QAS attained 11% less cosine similarity compared to the other study, 

achieving only a result of 0.678 compared to the previous state-of-the-art of 0.763 mean cosine similarity. 
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The value of the average mean evaluation score was found to be 2.9, showing that this method yields high-quality 

data. This is possibly due to LLMs having been adjusted to be digital assistants in a modern context, which leads to 

the generated data having modern terminology that is easier to understand, instead of reusing the same language 

as in the Sarawak Gazette. However, a substantial disagreement between annotators’ scores is evident. A likely 

reason for this is that the annotators had various levels of mastery in subjects other than Sarawakian history, such 

as English literacy, that may have caused a few annotators to be more skeptical of the generated content than other 

annotators. This is evident from a comment given by Annotator 7, who stated that on one of the dataset pairs, “the 

answer should be in past tense, and the format is strange”. 

Despite this disagreement, the dataset generation technique of this study still shows a clear advantage over previous 

methods. The average mean evaluation score on this study’s dataset is much higher than any of the average mean 

evaluation scores obtained by a previous study (Arcan et al, 2022). Their four datasets only attained mean evaluation 

scores ranging between 1.46 to 2.40, whereas this study achieved a score of 2.9, which is 0.5 points better than their 

best-performing dataset generation method and is also only 0.1 points from the maximum possible score of 3.0 for 

this metric (Coughlin, 2003). 

4 DISCUSSION 
This section presents the implications of this study’s QAS and dataset creation methodology, as well as address this 

study’s limitations. The main goals of this study were to measure the performance of the question answering system 

and to develop a dataset to evaluate a question answering chatbot for the Sarawak Gazette. 

This study’s QAS can generate plausible answers to questions relating to the Sarawak Gazette. The performance 

values of this study’s QAS on the Sarawak Gazette are consistent with previous results for historical book question 

answering (Thapliyal, 2023). Apart from a slight discrepancy, this study’s results provide convincing evidence that 

a QAS for the Sarawak Gazette can be created using chatbot technology. However, these results could also be 

interpreted as the QAS being more concerned with just repeating the words in the text rather than preserving the 

meaning of them. These results thus need to be interpreted carefully. 

The performance of the QAS on the ChroniclingAmericaQA dataset was rather disappointing. This apparent lack of 

correlation between the two sets of results can be explained by the different structures of the reference answers in 

both datasets. This study’s Sarawak Gazette dataset expects complete sentences, while the ChroniclingAmericaQA 

dataset expects singular phrases not formatted into proper sentences, thus this deficient performance was not 

entirely unexpected. In fact, the authors of this study argue that well-formed sentences engage with the end users of 

the QAS more than single phrases. Nevertheless, there is evidence to suggest the hypothesis that another Sarawak 

Gazette question answering dataset containing briefer reference answers may yield a QAS that would perform better 

on other question answering benchmarks. 

The data suggest that this study’s dataset is of high quality, higher than any of Arcan et al’s (2022) datasets. As 

anticipated by Arcan et al (2022), this study shows that the usage of a pre-trained language model does yield higher 

quality questions and reference answers than their template-based approach. It seems that using language models 

for automatic question generation can lead to a higher quality question answering dataset than other automated 

methods. This might even generate text data that contain simpler and more modern words and phrases that are 

easier to understand. 

It is plausible that the limitations of this study may have influenced the results. The first is that the testing dataset’s 

annotators are no more than three degrees separated from this study’s authors. It cannot be ruled out that this has 

resulted in unintended bias. However, performing a truly robust question verification process is out of scope for this 

small study. The additional source of error is that RAG over an LLM is performed instead of fine-tuning, due to the 

time and resource constraints of this study. It is anticipated that LLM fine-tuning would yield more favorable results, 

as fine-tuning directly modifies the language model’s parameters, which allows more drastic changes to the LLM’s 

behavior (Ling et al, 2023). 
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5 CONCLUSION 
The question answering system for the Sarawak Gazette performed fairly well. This research demonstrates that 

chatbot technology and this study’s question answering dataset creation method are viable components for building 

question answering systems over the Sarawak Gazette, which can also offer the added benefit of the generated 

answers being more polite and human-like. The source code of this QAS has been released on GitHub (Yusuf, 2024). 

This could conceivably lead to historians and the public getting the information they seek from the Sarawak Gazette 

more quickly and directly. In fact, these methods towards building such systems are applicable to any collection of 

historical Malaysian gazettes if most of the content is in English. 

The present study has only examined the use of English chatbots to answer user questions via retrieval augmented 

generation. It is recommended that further research should be undertaken in the following areas: 

• Use a chatbot that has been pre-trained with more languages that are commonly spoken in Malaysia, such 

as MaLLaM (Zolkepli & Nooh, 2024), then apply this study’s techniques over historical Malaysian 

documents written in Malay. 

• Better integrate an LLM as the retriever component of the question answering system by fine-tuning the 

model instead of using retrieval augmented generation. Performing this research should also involve the 

use of a larger question answering dataset involving thousands of examples. 

Other than the above, the future work of this study’s authors will explore the use of other IR techniques such as 

semantic web technologies to act as the retriever component of the QAS instead of relying on the cosine similarity 

metric. Further studies that take better selection of annotators into account, such as through random sampling, will 

also need to be undertaken. 
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