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Annotation: Cognitive analyses of the language by humans cover all components of the 

language, currently this requires from the machine as well. And widely used languages such as 

English NLP machines almost reach the level of performing this analysis coherently as humans 

do. Which started in accordance with Chomsky's Universal grammar theory to analyze language 

via algorithms which were implemented according to the language syntactical structure. However, 

experience has shown that there is a linguistic features which algorithm based just on language 

structure can’t analyze accurately as humans does. One of the reasons for this is that every word 

can have various grammatical and semantic features according to its particular context. 

Specifically in the case of languages with flexible word order. So NLP machines in such 

morphologically rich agglutinative languages such as Kyrgyz, need to cover both nature 

(grammatical, semantical) of the word to enhance the accuracy level of the tool. Thus this work 

will analyze the word’s semantic meaning beside grammatical features such as  word correlation 

(who did what to whom, when and where). Thus this paper will investigate the challenges of 

implementing Semantic Role Labeling (SRL) in the context of the Kyrgyz language, a low-

resourced language, by examining its unique linguistic properties and the limitations of existing 

NLP tools. With identification and analysis of the specific challenges faced by the SRL model 

in handling ambiguous or complex sentences in the Kyrgyz language, providing insights into areas 

for future improvements. 
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1. Introduction 

      In each language, a word has semantic meaning as well as grammatical meaning  [11]. 

Whereas  humans' cognitive acquisition can comprehend both automatically, natural language 

processing (NLP) machines require such tools as SRL for comprehensive language processing 

[12]. Specifically the needs for this approach increase in cases of agglutinative languages where 

depending on the context, words can have multiple semantic meanings. Hence the research will be 

focused on analyzing challenges for SRL tools for agglutinative Kyrgyz language, based on the 

Kyrgyz corpus dataset. The history of development of the language has undergone several 

historical and linguistic stages.The early history is closely connected with settlement patterns of 

the Kyrgyz peoples in Central Asia [2]. Historically, the Kyrgyz language was primarily an oral 

language, coming through generations by oral traditional folklore and storytelling. During the 

medieval Islam was spread through Central Asia, hence Arabic script and vocabulary influenced 

the Kyrgyz language as well. In 14th to 19th centuries, the Chagatai Turkic language had a 

considerable influence on the written form of the language due the political situation in the region. 

In the early 20th century, the Cyrillic script was adopted into the Kyrgyz language in 1940-1950. 

This process aimed at standardizing the written form of Kyrgyz and aligning it with other Turkic 

languages within the Soviet Union [8]. Currently with the project of Universal dependencies 

Kyrgyz language aims to be preserved from loss by collecting corpus data. Hence in this paper we 

will be analyzing flexible word order from agglutinative language nature, to observe challenges 

for the parsing system to understand  semantic features of the word in a context  [1]. As well as 

errors that may occur due to the subjective interpretation of NLP tools [13]. 

      The rest of this paper is organised as follows: In Section 2, we provide an overview of related 

work in the field of text data analysis, covering previous approaches to SRL for other agglutinative 

languages and recent advances of models for natural language processing tasks in Turkish 

language. Section 3 We look at linguistic examples in details, including the key stages of SRL-

based text analysing in the target language. In Section 4, we discuss the analysis results and 

evaluate the current stage of the tool from linguistic part. Finally, in Section 5, we conclude the 

paper and discuss future directions for research in text SRL. 

2.  Literature Review 

As we know Language is an interdependent system in which the meaning of any given term 

depends on the other terms' random presence which the human brain automatically analyzes, 

including all aspects of NL. Every linguistic aspect must be included in NLP as a cognitive process 

of analyzing and presenting results[4]. One linguistic unit for more than one meaning[7].  Since 

language is the big structure (tool) to code and decode information [3, pp. 73–75], the 

disambiguation of morpho-semantic ambiguities by human depends from the style, mood and way 

of handling this tool by human being, so the concept of ambiguity is psycholinguistics specialty 

of the communication process as well as disambiguation process of this concept. 

So, the POS tagging tool is needed for the disambiguation process of some cognitive gaps for the 

machine to comprehend natural language by covering the grammatical features of the term.  



With the part of speech tagging tool (POS), we can cover grammatical features of the word. 

However, as is well known, a single word can have multiple semantic meanings depending on the 

context. As a result, SRL improves machine understanding of natural language (NL) by defining 

grammatical features of words under specific word sequences[5,] by identification of grammatical 

features of word under particular context [10] this allows more accurate interpretation of the NLP 

applications.  

Specifically  in the case of morphologically rich and low resourced Turkic languages 

(Language family is commonly appears in: Kyrgyzstan, Uzbekistan, Kazakhstan, Turkmenistan, 

Turkey, China, South Siberia, Lithuania, different areas of Balkan, Cyprus, Azerbaijan) such as 

Kyrgyz implementation of SRL in NLP tasks may propose solutions to enhance comprehension of 

the machine. So according to [6] the algorithm will be able to define changes in the segmentation 

of morphemes. Beside POS tagging methods which can identify grammatical features can make 

errors with ambiguous words of the target language because NL interpretation by human is a 

process more than we see and definition of the language by machine requires the coverage of 

multiple levels and features. Where SRL defines the semantic feature of the word within context 

together with POS tagging grammatical definition leads to the comprehensive review from NLP 

tool. Since semantic meaning relies on the syntactic feature it increases the accuracy of the tool. 

According to [4] quick disambiguation is possible with SRL. 

3. Methodology 

This work conducts qualitative analyses with corpus based descriptive and comparative 

methods. And will work on the output Stanza NLP tool and based on Turkic- Kyrgyz language 

corpora data. By comparing POS tagging and  SRL comprehension for the sentence analyses which 

include ambiguous words. The sentences will be chosen by language corpus frequency formatting, 

after the human request for ambiguous words. 

Sentence 1 

Мунун кесепетинен улам көлгө кир суулар кошулуп жатат.( As a result, dirty water is 

being poured into the lake). 

Кир (laundry, come in, dirty) is a Kyrgyz ambiguous word that might be Noun, Verb and Adjective 

depending on the context. In this sentence fulfilling the role of ADJ but relying just on the 

grammatical feature will lead to the misinterpretation of the machine. Since POS tagging was able 

to catch only one function of this word. 

Sentence POS SRL 

Мунун   (error) 

кесепетинен   

улам   

көлгө (error) Predicate: көлгө 

кир  (error)  

суулар   

кошулуп  Predicate: кошулуп 



жатат  Predicate: жатат 

Table #1 Stanza POS and SRL output for the Kyrgyz sentence 

Sentence 2 

Кир, кире гой, - деп маңдайындагы отургучту көрсөттү Толгонай. (Come in, come 

in, - Tolgonay pointed to the chair in front of him). 

Кир (laundry, come in, dirty) In this sentence fulfilling the role of Verb but machine misinterpreted 

it as Noun for the 1st word again covering just the first meaning of the word. However, the SRL 

tool adds extra meaning to the word by defining it as a word with extra meaning to the Noun. 

 

Sentence POS SRL 

Кир (error)  Кир, Relation: nmod 

 

кире 

гой 

 

 

Predicate: кире 

 

деп  Predicate: деп 

маңдайындагы   маңдайындагы, Relation: obl 

отургучту  отургучту, Relation: nmod 

 

көрсөттү  Predicate: көрсөттү,  

 

Толгонай 

 

 

 

Predicate: Толгонай, 

Table #2 Stanza POS and SRL output for the Kyrgyz sentence 
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Жакында эле үч барак   толтура суроолор жазылган кагаз келди. (A paper for three 

pages with full of questions arrived recently). 

Барак (piece of paper, type of the house) is a Kyrgyz ambiguous word that might be Noun and Adj 

depending on the context. In this sentence the word playing the role of Noun, but the system gives  

wrong grammatical feature. Since SRL data didn’t cover this word, the interpretation will be with 

errors. 

Sentence POS SRL 

Жакында VERB 

 

Argument: Жакында, Relation: obl 

эле NOUN 

 

 

үч NOUN  



 

барак  (error)  

толтура VERB 

 

 

суроолор VERB Argument: суроолор, Relation: nmod 

жазылган ADV 

 

Argument: жазылган, Relation: advcl 

кагаз NOUN Argument: кагаз, Relation: obj 

келди  Predicate: келди, 

Table #3 Stanza POS and SRL output for the Kyrgyz sentence 

 

Sentence 4 

Биз барак үйдө жашачубуз. (We lived in барак (type of the house) a house). 

Барак (piece of paper, type of the house) in this sentence the word playing role of the ADJ, and 

POS tagging defined correct grammatical feature which makes us to assume this is most frequent 

grammatical feature, since even if the system didn’t define the SRL meaning, the interpretation 

was without errors. 

Sentence POS SRL 

Биз   

барак  (correct)  

үйдө  Argument: үйдө, Relation: nmod 

жашачубуз    Predicate: жашачубуз,  

Table #4 Stanza POS and SRL output for the Kyrgyz sentence 

4. Analysis 

Morphologically rich Turkic languages where most information is expressed via word 

formation rather than with syntactic [9]. Hence the parsing process is challenging as we can notice 

from the examples above. Hence it is necessary for the more accurate results to implement SRL 

which provides additional meaning to the words in the context. Then interpretation of the word by 

machine will be more accurate. As in the sentence 1 first step with POS defined the ambiguous 

word кир with error, additional SRL gave additional semantic feature highlighting relation with 

object character. However, SRL for low resourced languages may make errors as shown in the 

sentence 2 due additional meaning and need to expand the data number and enhance the accuracy 

level. 

From the examples 3,4 we can assume that the POS tagging tool is coherent to define the most 

frequent feature of the word. However, SRL tools need to be developed in terms of the data gap 

for the low resourced Kyrgyz language. And it can be useful since the tool was helpful in some 

examples via giving extra characteristics for the decoding.  



5. Conclusion 

This paper was addressed to the low-resourced language as Kyrgyz language to define 

semantic complexities for NLP machines due to the ambiguous characteristics. And gave 

characteristic of the errors that are made by the system within initiation of the way how humans 

disambiguate words using a large pool of latent semantic factors and connections between senses. 

Beside the paper focuses on linguistic suggestions for semantic factors interpretation to become 

coherent under the disambiguation process. 

And future works will be addressed for the disambiguation process of semantic ambiguities 

for the low-resourced Kyrgyz language.  Since all the resources employed in this work may apply 

to several languages of Turkic family , the direction will be convenient for the adaptation to other 

languages. And will lead to the large future projects in this field. 

Then we may achieve high results for Kyrgyz language NLP field.  
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