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Risk exposure prediction is an important task in risk management and 
control. The efficiency of occupational safety and health (OSH) risk 
prevention depends on the accuracy of predicting risk exposure. In this 
study, a multilayer perceptron training using the backpropagation 
algorithm neural network was developed and presented for risk 
exposure prediction in the Malaysian shipyard industry. The data was 
collected from industrial shipyards in Malaysia via related government 
agencies in order to train the model and evaluate its performance. The 
data was pre-processed to ensure homogeneity. The artificial neural 
network (ANN) model used 10 influencing factors as inputs for risk 
exposure prediction: gender, age, occupation, workplace factors, 
activities involved, nationality, working hours, educational level, years 
of employment, and working zone. Several network architectures were 
developed and the best model was selected for the risk exposure 
prediction of workers in the shipyard industry. Three evaluation 
metrics used for the selection of the best modal were mean square error 
(MSE), mean average percentage error (MAPE), and correlated of 
coefficient (R). The results showed that the ANN model, which has an 
accuracy performance of 90.2250% with a coefficient of correlation of 
91.375%, can accurately estimate the risk exposure of workers in the 
shipyard industry. Sensitivity analysis also revealed that input factors, 
such as working hours and workplace factors, have significant effects on 
OSH risk prediction. Therefore, they should be taken seriously when 
dealing with the risk exposure in the Malaysian shipyard industry. 
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1. Introduction 

Occupational safety and health (OSH) risk management is a common practice in many industries, such as 
construction, chemical production, electrical, and electronic production. In general, the OSH risk management 
framework that is practiced in the industries incorporates potential hazard identification, risk assessment, and 
risk control [1]. Despite the fact that many studies were carried out with regards to OSH risk management 
practices in the Malaysian shipyard industry in the past, there is still a lot of room for improvement in the area. 

A previous survey about the Health, Safety, and Environmental Management System (HSEMS) of shipyard 
operations showed that most shipyards have HSEMS in place, but some are incomplete. The low priority 
assigned to Health, Safety, and Environment (HSE) resulted in nearly 10% of shipyards do not have a clear HSE 
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policy or management system. Consequently, HSE management cannot be fully emphasized due to having less 
OSH awareness culture [2]. 

Furthermore, many activities in fabrication works are contracted out, and subcontractors are split into 
independent organizations that collaborate throughout the fabrication process at shipyards [3]. Therefore, there 
is no direct contact or link between shipyard management and subcontractors to promote OSH awareness and 
enforce basic risk management, including hazard identification, risk assessment, and risk control. This directly 
increases the OSH risk exposure of shipyard workers. Accidents are also bound to happen without the 
implementation of strict OSH management in shipyards. Among the examples of accidents that commonly occur 
at shipyards include workers suffering from lacerations, crushes, avulsion, fractures, amputations, and being 
caught in dangerous occurrences or between machinery [4]. 

Usually, OSH practitioners use their site audit investigation and experience to identify significant hazards 
from on-site incidents in order for improvements to be made accordingly. However, previous research 
demonstrated that OSH practitioners were having difficulties in risk assessment and prevention decision-
making due to many factors contributing to the accidents [5]. In other words, the different judgments and 
experience levels of OSH practitioners would affect the accuracy of the risk assessment analysis and the priority 
of risk control decision-making. 

Nevertheless, previous research also found that the risk control decision-making performed in the industry 
was not based on analytical findings from any collected data on the accidents. This highlights the analytical 
limitations in understanding the trend of the factors contributing to the accidents [6]. The data collected was not 
fully utilized to understand the limitations of the risk management framework currently practiced by shipyard 
companies. It also showed that most shipyard companies were sticking with their current standard operating 
procedure (SOP) without further revision. Their SOP documents were also found to have neither revision nor 
improvement as they were least enforced and partially practiced. This suggests that accidents are prone to 
happen in the shipyard industry due to poor management. 

Therefore, this paper presents an innovative method to develop a risk prediction model to predict the risk 
exposure of workers in the Malaysian shipyard industry. So that OSH incidents can be prevented earlier and 
further improvements can be carried out by targeting the incidents that contributed to the hazards specifically. 
The method involves the use of a supervised data machine learning technique to train a model through 
optimization and classification via appropriate algorithm network architecture. The accuracy performance (AP) 
and sensitivity analyses are then applied to determine the risk prediction model’s performance by analyzing the 
relationship between the input factors (independent variables) and the output OSH risk prediction (dependent 
variable) [7]. The proposed risk prediction model with artificial neural network (ANN), aims to assist OSH 
practitioners in estimating the OSH risk exposure of shipyard industry workers, ultimately contributing toward 
better risk management in the shipyard industry. 

2. Literature Review 

Predictive models for workplace accidents can generally be divided into two categories: machine learning (ML)-
based and statistical learning-based. Supervised ML is one of the widely used intelligent techniques that are 
configured for a specific application, such as pattern recognition, function approximation, or data classification, 
through a learning process for prediction applications [8, 37]. 

In the medical field, a study [9] was conducted on the use and assessment of ANN model performance for 
the risk prediction of heart disease. It involved the use of an ANN architecture and Levenberg–Marquardt 
backpropagation algorithm for the network with training, validation, and testing from a dataset of 297 samples. 
Different training algorithms were examined in the research. Amongst them were scaled conjugate gradient 
backpropagation, BFGS quasi-Newton backpropagation, and resilient backpropagation. The data was pre-
processed by eliminating some samples due to incomplete data. 13 dataset descriptions were converted into 
coding as an input to the ANN model. The output was a number that was linked to the risk of heart disease based 
on its ranking. A hyperbolic tangent sigmoid activation function and a log-sigmoid activation function were used 
for the hidden layer and the output layer respectively. They achieved a remarkable 100% accuracy performance 
with thirty hidden neuron layers for the prediction of heart disease. 

Apart from the medical field, ANN has also been applied to construction project cost estimation. Researchers 
[10] also used the historical data of 169 completed projects to build an ANN model for predicting the total 
structural cost of building projects in the Gaza Strip. The data was randomly divided into 69% for training, 16% 
for validating the performance, and 15% for a completely independent test of network generalization. A total of 
11 input factor parameters were used: type of project, area of a typical floor, number of floors, type of 
foundation, type of slab, number of elevators, type of external finishing, type of air-conditioning, type of tilling, 
type of electricity, and type of sanitary. Finally, the desired parameter (output) was specified, which was the 
total cost of the project. They used multilayer perceptron (MLP) network with architecture of one layer for each 
input, hidden and output layer. There were eleven neurons in the input layer and twenty-two in the hidden 
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layer. One output layer with one output neuron. Hyperbolic tangent (tanh) was applied as a transfer function 
and momentum learning rate was used to perform the backpropagation algorithm. They achieved an accuracy 
performance (AP) of 94% with a mean absolute percentage error (MAPE) of 6% and a correlation coefficient (R) 
of 0.995. 

Another related study was also carried out to explore how the ANN technique can be used to estimate 
productivity in construction project management [11]. The quality of construction management depends on the 
accuracy of estimations through construction labour productivity. In the study, an ANN model network was 
developed to estimate the labor productivity of marble finishing works for floors using the historical data of 150 
data projects, encompassing 60% for training, 25% for validating the performance, and the remaining 15% for 
computation. The data used in the study was collected from residential, commercial, and educational projects in 
various locations across Iraq to train the model and evaluate its performance. The transfer function used was a 
hyperbolic tangent sigmoid function. 10 influencing factors for productivity forecasting were used in their study: 
age, experience, number of labour, height of floor, size of marble tiles, security conditions, health status of the 
work team, weather condition, site condition, and availability of construction materials. A model was then built 
to predict the productivity of marble finishing work for floors. Their model could predict the productivity for 
finishing works with a high degree of accuracy, with the values of R, average AP, and MAPE being 89.55%, 
90.9%, and 9.1%, respectively. They proved that the backpropagation neural network (BPNN) model also 
performed exceptionally well in modeling input-output relationships. 

Another study adopted the use of artificial intelligence (AI) techniques in cash flow forecasting for risk 
forecasting, ranging from statistical, mathematical, and simulation forecasting using the ANN method [12]. The 
study attempted to model the variation between the predicted and actual cost flows due to inherent risks in 
construction. The data was obtained through a questionnaire survey and empirical data collection. This dataset 
was collected from the actual cost flows through completed construction projects. A neural network was later 
employed to develop the cost flow risk assessment model using the backpropagation algorithm. The developed 
model was tested on 20 new projects with satisfactory predictions of variations between the predicted and 
actual cost flows at 30%, 50%, 70%, and 100% completion stages. On the other hand, 40 out of the 50 datasets 
collected from the questionnaire survey were used to develop a cost flow risk assessment model. The remaining 
10 and another 10 datasets obtained from a construction company were used for the testing and validation of 
the model. The scores obtained from the questionnaire were associated with 11 identified significant risk factors 
which were used as input for the neural network. They attempted with 11 input neurons and 4 output neurons 
as a starting point for their network architecture. After a series of trials and errors, the network was found to be 
stabilized with 12 hidden nodes and a sigmoid transfer function. The results showed an error square (R2) values 
of 0.626 (30%), 0.748 (50%), 0.653 (70%), and 0.767 (100%) with actual cost flow at 30%, 50%, 70%, and 
100% completion stages, respectively. Based on the mean absolute deviation measured for 20 new projects, the 
model was able to predict the cash flow that was closest to the actual result.  

Apart from the applications mentioned above, the application of ANN ML has also been proven in various 
fields, such as die cast’s shrinkage prediction in engineering [38], analysis of stream flow trend and rain flow 
trend under environmental prospects [43], construction’s capital forecasting [42], accident severity prediction 
[44], and it yielded very useful results [6, 13]. However, a thorough review of the literature showed that 
occupational accident risk analysis has only demonstrated the use of ANN in terms of its predictive and 
explanatory capacities, with limited details on the optimization of factors that cause workplace accidents [14, 15, 
36, 41]. Hence, this paper investigates the use of the ANN technique with various network architectures to 
develop a good risk prediction model for estimating the OSH risk exposure of shipyard industry workers in 
Malaysian shipyard industry. 

3. Methodology 

3.1 Data Mining and Data Pre-processing 

The data on 756 OSH accident cases within Malaysia was collected from several government agencies, including 
the Department of Occupational Safety and Health, Social Security Organization, and the Department of 
Manpower. 

Data pre-processing was conducted to reduce the size of the dataset in order to obtain homogeneous 
subgroups from a complicated dataset consisting of 300 OSH accident cases recorded in the shipyard industry. 
This improved the dataset quality and prediction accuracy because a complex dataset would lead to serious 
queries while finding a meaningful relationship between elements of the dataset [16].    

3.2 Data Input Attributes and Data Encoding 

In this study, the general attributes of HSE contributing factors obtained from the data collection were 
categorized in textual terms and placed into five groups representing the main attributes: gender, age, 
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occupation, workplace factors, and activities conducted [17]. The main attribute data was then elucidated in 
detail to show how the OSH accidents occur. The details (nationality, working hours, educational level, years of 
employment, and working zone) were also used to analyze the input-output paired HSE factors. These 
contributing input factors were identified as independent variables, whereas the severity condition was 
identified as the dependent variable (see Table 1).  

Table 1 Description of the Dependent Variable and Independent Variables 

Dependent Variable Independent Variables 

Severity of Accident 

Gender 
Age 
Working Hours 
Years of Employment 
Occupation 
Nationality 
Education Level 
Workplace Factor 
Working Zone 
Activities Involved 

 
Finally, 46 attributes from 10 categories of input factors were converted into coding for the computational 

progress, as presented in Table 2. However, an ordinal scale of 1 to 5 for the risk prediction was assigned to the 
targets to represent the output encoding. 

Table 2 Encoding Data for the Input and Output Attributes 

Attributes Description Encoding Data 
Descriptive 
Statistical Data 

Data Type  

Gender Gender of workers Male: 1;  
Female: 2 

Median: 1;  
Min: 1;  
Max: 2 

Binary 

Age Age in years <16 years: 1;  
16–18 years: 2;  
>18 years: 3 

Median: 3; 
Min: 1; 
Max: 3 

Categorical 

Working 
Hours 

Working hours of the 
workers 

8 hours or overtime working 
days: 1; 
Non-working hours: 2 

Median: 1; 
Min: 1; 
Max: 2 

Binary 

Years of 
Employment 

Working experience of the 
shipyard company 

<3 years: 1;  
3–5 years: 2;  
6–8 years: 3;  
9–10 years: 4; 
>10 years: 5 

Median: 2; 
Min: 1; 
Max: 5 

Categorical 

Occupation Position held in the 
shipyard company 

General worker: 1; 
Operator: 2; 
Technician: 3; 
Contractor: 4; 
Visitor: 5 

Median: 1; 
Min: 1; 
Max: 5 

Categorical 

Nationality Nationality of workers Malaysian workers: 1; 
Foreign workers: 2 

Median: 2; 
Min: 1; 
Max: 2 

Binary 

Education 
Level 

Educational level indicates 
the understanding of 
communication, safety 
procedures, self-risk 
assessment, and rational 
mind set for not 
conducting any 
miscommunication or 
unsafe act 

Primary School: 1; 
Secondary School: 2; 
Certificate/Diploma: 3; 
Degree and above: 4; 
Non-educational background: 5 

Median: 1; 
Min: 1; 
Max: 4 

Categorical 

Workplace The working environment Physical hazard: 1;                                         Median: 1;             Categorical 
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Factor that leads to the incident. Chemical hazard: 2;                                      
Biological hazard: 3;                                       
Ergonomic hazard: 4;                            
Psychosocial hazard: 5;                         
Environment hazard: 6 

Min: 1;                   
Max: 5 

Working 
Zone 

Working zone at shipyards Dry dockyard: 1; 
Wet dockyard: 2; 
Machinery workshop: 3; 
Inside building/others: 4; 

Median: 1; 
Min: 1; 
Max: 4 

Categorical 

  Welding/hot works: 1;                                  
Working at height: 2;                                        
Lifting & mobilization works: 3;              
Equipment installation works: 4;                        
Use of hand tools/equipment: 5;               
Electrical installation works: 6;                
Sandblasting and painting works: 
7; Repair/maintenance works: 8;                       
Working in confined space: 9;                             
Sea launching works: 10;                                     
Site supervision/visiting: 11;                             
Other activities: 12 

  

Severity of 
Accident 

OSH risk prediction Negligible injury: 1;                                          
Non-permanent injury: 2;  
Permanent disability: 3;  
Fatality: 4;  
Catastrophic: 5 

Min: 1; 
Max: 5 

Categorical 

 

3.3 Development of ANN Model for OSH Risk Prediction 

The encoding data was entered into MATLAB 2017 to establish the network modeling (see Table 2). First, this 
research proposed that good modeling required at least 250 cases to develop a model based on a rule of thumb 
of multiplying all the neurons (10 × 25 × 1) [18, 19]. Second, this research proposed that the number of hidden 
layers should not exceed 2.5 times the input size as this would induce network instability [17, 20]. Therefore, the 
network model began training data with 19–31 neuron nodes with a single hidden layer using the nntool 
command [21]. Third, in terms of data extraction, this research extracted general data into seven modeling 
networks where extraction was performed based on the rule of thumb, namely 70% for training, 15% for 
validation, and 15% for testing. Finally, this research employed gradient descent with momentum weight and 
bias (learngdm) as the learning function, scaled conjugate gradient backpropagation (trainsg) as the transfer 
function, and Levenberg–Marquardt backpropagation (trainlm) [22] as the training function in the model 
development. Fig. 1 presents the proposed ANN modeling architecture for risk prediction. 

 
Fig. 1 ANN Modeling Architecture Proposed for OSH Risk Prediction  

3.4 Selecting the Best Network Model 

Next, various modeling networks were tested and trained, and the training would stop once the error in the 
testing set increased. The testing results were compared to meet the following requirements and criteria: 
 

i. R computed in Equation 1 and R2 should be greater than 0.5; 
ii. A minimum of 50% of cases should be predicted with near-zero errors; 
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iii. The MSE calculated in Equation 2 should be less than 1.0. 
 

The papers [23, 24, 25, 40] were referred to for the best modeling network requirements and criteria. After 
selecting the best modeling network, the MAPE values of each target were computed using Equation 3. The most 
acceptable MAPE applied in this research was less than 30% [17, 26]. 
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where xi denoted the input variables; x̄ denoted the mean input; yi denoted the actual target; and ȳ denoted the 
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where ti denoted the actual target; ti’ denoted the predicted one; and Ma denoted the incident target. 

3.5 Sensitivity 

It is well known that ANNs are powerful function approximators. However, there is a drawback to the method 
due to its inability to explain the obtained results, which is often called a black-box solution. With the best ANN 
modeling network chosen, sensitivity analysis was conducted in this study to evaluate the influence of each 
input parameter on the output variable. Journalist Gevrey advised on using the perturb and weights algorithms 
to perform the sensitivity analysis based on the relative importance of each input factor [27]. Both of these 
algorithms can classify the variables in the order of importance of their contribution to the output. However, the 
results observed using each method are not always the same. In this case, opinion from an ecologist is always 
helpful. 

Sensitivity analysis is a method to analyse the impact of an independent variable (input) on a particular 
dependent variable (output) by percentage deviation. Neural network learning was disabled to maintain the 
network weights throughout the process of performing the perturb algorithm. The fundamental idea was to 
perturb the network's inputs and record the associated change in the output as a percentage deviation [28, 29, 
30]. While the other inputs were fixed at their respective medians, the first input fluctuated between its median 
value (for binary or categorical variables) plus (or minus) upper and lower value limits. The absolute percentage 
change above and below the output variable's median was then calculated and recorded as the network output. 
Each input variable went through the same process until they were all done. [31]. 

4. Result 

4.1 Effects on Neuron Nodes and Hidden Layers on the Performance of Neural Network 

This paper examined the number of neuron nodes by increasing it by two and reinitializing the network weights. 
Then, the training process started until the optimum number of neuron nodes and hidden layers were reached 
corresponding to the observation of the training error, testing error, and regression square. Subsequently, the 
number of hidden layers for the optimum nodes was achieved. Fig. 2 and Fig. 3 demonstrate that the training 
and testing errors varied between 19 and 31 neuron nodes and a single hidden layer (7 networks). Network 4 
showed the max training data with a correlation coefficient (R) of 0.91375. This can be justified by the fact that 
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70% of the total cases (210 cases) were used for training and the result indicated the minimum training error 
performance, 0.08625 (1–training R), compared to other networks. Furthermore, 15% of the cases (45 cases) 
were used for testing and network 4 showed the minimum testing error performance of 0.38855, which was the 
lowest error and almost equal to zero error compared to other networks. Therefore, 25 neuron nodes with a 
single layer were considered optimal with the least error found. 
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Fig. 2 Training Error Performance Based on Different Number of Neuron Nodes 

 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

1 2 3 4 5 6 7

Te
st

in
g 

Er
ro

r 
V

al
u

e

No. of Neuron Nodes

Effects of Neuron Nodes on Performance of 
Neural Network

 
Fig. 3 Testing Error Performance Based on Different Numbers of Neuron Nodes 

4.2 AP Performance 

To select the best neural network, this study evaluated the performance of the ANN model in terms of AP and 
sensitivity analysis. From the seven networks developed (neuron nodes started from 19 to 31), this research 
discussed the least error calculated in the AP to select the best ANN modeling from different algorithms, 
architectures, number of neurons, types of training, and transfer functions [21]. 

Table 3 presents a comparison of the seven networks trained using the given criteria. This research found 
that regression analysis for network 4 can be conducted to determine the relationship between the input-output 
paired wise, as presented in Fig. 4. The linear regression result was illustrated graphically in the training data 
with R = 0.91375. The R2 was 0.8349, which exceeded 0.5 and was higher than the R2 of the other networks. This 
explains why during the training phase, network 4 showed a good linear correlation between the actual input 
factors and the output risk prediction. Furthermore, network 4 showed an MSE of 0.1387 for training, which was 
less than 1.0, indicating that it had the least MSE compared to the other networks. Subsequently, a minimum of 
50% of cases were predicted for network 4 with the least errors, 0.1491, thus meeting the required criteria of 
almost-zero errors. This indicates that network 4 has the optimum architecture and algorithm. Therefore, 
network 4 was selected as the best modeling network to meet the prescribed criteria. Regarding the MAPE 
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output in accidents, network 4 had an AP of 9.7750%, which was less than 30%. It can also be expressed in 
another form of AP, which is defined as (100−MAPE)% [32]. Therefore, network 4 can achieve an AP of 
90.2250%. This explains that network 4 has high prediction accuracy. Table 4 summarizes the ANN modeling for 
OSH risk prediction. 

 

 
Fig. 4 Result of the Training, Validation and Testing for Network Modeling No. 4 

Table 3 Result of ANN Modeling for OSH Risk Prediction 

ID Number of 
Neurons 
Used in the 
Training 

Average 50% 
Sample 
Prediction 
Value Error 

Error Square 
Training, R2 
(>0.5) 

Best Mean 
Square 
Error, MSE 
(<1) 

Mean Average 
Percentage 
Error, MAPE 

Correlated 
of 
Coefficient, 
R 

Network 1 19 0.2755 0.5983 0.1676 18.2435 0.7735 
Network 2 21 0.2561 0.4656 0.1837 18.5641 0.6824 
Network 3 23 0.2970 0.4711 0.2663 17.9784 0.6863 
Network 4 25 0.1491 0.8349 0.1837 9.7750 0.9137 
Network 5 27 0.2737 0.5344 0.1993 19.9539 0.7310 
Network 6 29 0.2629 0.6007 0.1549 18.9556 0.7751 
Network 7 31 0.3790 0.5126 0.2182 25.8134 0.7159 

Table 4 Summary of ANN Modeling for OSH Risk Prediction 

Description ANN Model No.4 
MAPE 9.7750% 
AP% 90.2250% 
R 91.375% 
R2 0.8349 

 

To verify the AP, the testing performance of 15% (45 cases) was randomly gathered from the actual and 
predicted data risk exposure of workers obtained through network 4. The output also included an error 
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percentage in prediction. From the comparison between the actual and predicted severities, any percentage of 
error that exceeded 9.7750% indicated that the prediction performance was poor. The remaining prediction 
performance was good. Fig. 5 presents the comparison of randomly picked data, demonstrating that the 
prediction value is almost the same as the actual severity. The randomly picked data for testing performance 
indicated a linear regression relationship between the actual data and predicted data, as presented in Fig. 6. 
Hence, the prediction result demonstrated a good estimation with a testing prediction performance of 90.2250%. 

 

 
Fig. 5 Comparison of Actual and Predicted Data 

 

 
Fig. 6 Linear Regression Analysis Between Actual and Predicted Data 
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Table 5 Variation of Input (Sensitivity) that Affects Variation of Output 

Output Gender Age Working 
Hours 

Years of 
Employment 

Occupation Nationality Education 
Level 

Workplace 
Factor 

Working 
Zone 

Activities 
Involved 

Input Variables 
Sensitivity 

2.0372 2.0372 2.0372 2.0372 2.0372 2.0372 2.0372 2.0372 2.0372 2.0372 

Minimum 2.0372 1.5877 2.0372 2.4771 2.0372 2.0194 2.0372 2.0372 2.0372 1.5877 
Median 2.0372 2.0372 2.0372 2.0372 2.0372 2.0372 2.0372 2.0372 2.0372 2.0372 
Maximum 1.9189 2.0372 1.1224 2.2337 2.4798 2.0372 2.0689 1.3499 1.7692 1.5378 

 

Table 6 Summary of Output Variables Due to Input Variables 

Item Gender Age Working 
Hours 

Years of 
Employment 

Occupation Nationality Education 
Level 

Workplace 
Factor 

Working 
Zone 

Activities 
Involved 

Output Variables Due to 
Input Variables 

2.0372 1.5877 2.0372 2.4771 2.0372 2.0194 2.0372 2.0372 2.0372 1.5877 
2.0372 2.0372 2.0372 2.0372 2.0372 2.0372 2.0372 2.0372 2.0372 2.0372 
1.9189 2.0372 1.1224 2.2337 2.4798 2.0372 2.0689 1.3499 1.7692 1.5378 

Table 7 Output Variance in Percentage 

Items Gender Age Working 
Hours 

Years of 
Employment 

Occupation Nationality Education 
Level 

Workplace 
Factor 

Working 
Zone 

Activities 
Involved 

Output Variance 4.85E-
05 

0.4494 4.85E-05 0.4399 4.85E-05 0.0177 4.85E-05 4.85E-05 4.85E-05 0.4494 

0 0 0 0 0 0 0 0 0 0 
0.1182 4.85E-

05 
0.9147 0.1965 0.4426 4.85E-05 0.0317 0.6872 0.2679 0.4993 

Range 0.1181 0.4494 0.9146 0.2433 0.4426 0.0176 0.03169 0.6871 0.2678 0.0499 
Variance (%) 3.6668 13.9462 28.3834 7.5523 13.7344 0.5490 0.9834 21.3229 8.3116 1.5495 
Rank 7 3 1 6 4 10 9 2 5 8 
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Fig. 7 Sensitivity Analysis in Term of Output Variance in Percentage [31] 

4.3 Sensitivity Analysis 

Finding the important variables affecting the perturbed levels of risk exposure severity in the shipyard industry 
was the aim of the sensitivity study. In order to determine the most significant contributors among the input 
variables at their median value, minimum limits, and maximum limits, a sensitivity analysis was carried out (see 
Table 5). Table 6 presents the output variables. Table 7 summarizes the variation of output based on the relative 
importance of each input factor, while Fig. 7 shows the relative importance of each input factor, from the most 
important to the least significant. 

According to the sensitivity analysis result in Figure 7, nationality (0.5490%), education (0.9834%), activity 
involved (1.5495%), and gender (3.6668%) are the least significant predictors of increased levels of injury. It 
denotes that more serious injuries do not depend on whether the workers are local or foreign, educated or not, 
involved in any activities, or their gender. However, the finding should prompt a more detailed investigation into 
the influence of workers on risk exposure levels in shipyards. Likewise, researchers discovered that although 
men were more inclined to be in fatal accidents, women were more likely to sustain more serious injuries [33]. 

Another interesting observation is that input variables, such as years of employment (7.5523), working zone 
(8.3116), occupation (13.7344), and age (13.9462), can have an influence over risk prediction. Journalists 
Dissanayake and Lu obtained similar results when using a linear regression model to study age, location, and 
personal factors influencing the severity of injuries [34]. Their results demonstrated that location (working 
zone) with hazards has a higher probability of causing more severe injuries, as indicated by the positive 
coefficient. This indicates that older workers who are involved in accidents are less likely to have severe injuries; 
younger workers may have a higher probability of experiencing more severe injuries. However, age and years of 
employment are not influential factors in making a difference between fatal and incapacitating injuries. 

Finally, the sensitivity analysis result indicated that workplace factors (21.3229) and working hours 
(28.3834) had a significant relationship with the level of injuries. Journalists Card et al. explained that workplace 
factors are crucial because they influence many other OSH accidents [5]. Furthermore, journalists Theofilatos et 
al. stated that the length of working hours positively correlates with the severity of the accidents [35]. This 
indicates that accidents that occur at night are more severe than those that occur during the day. It was also 
predicted that fewer accidents would occur during non-working hours as there would be less manpower 
involved. 

In this study, the five main input variables (gender, age, occupation, workplace factors, and activities 
conducted) were enlarged into detail to illustrate the occurrence of OSH accidents. The variables of nationality, 
working hours, educational level, years of employment, and working zone were then used to analyze the input–
output paired HSE factors. One might argue that such a phenomenon with these input variables may vary with 
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the findings of other research. This is because our research separated the input data into categorical input at 
once. Therefore, more research should be done in which model sensitivity measures are computed for both 
single and multiple variable combinations as needed. The improved method would be more in line with the 
current industrial practice where a worker has numerous tasks and performs various jobs. This will affect the 
working zone, workplace factors, and activity involved as the variables that influence the risk exposure 
prediction. 

5. Conclusion 

Risk prediction has always been an inevitable challenge for OSH risk management, particularly during the 
investigation and prevention of accidents. Consequently, the necessity to perform more accurate risk exposure 
prediction stands as an active research area in the field of OSH risk management. Past literature denotes the 
recommendation of various models for their purpose based on the target output. However, there is a lack of risk 
prediction research in the shipyard industry. While ANN network modeling has been proven successful in 
various targets of prediction, this research is the first to use ANN modeling for risk prediction in the shipyard 
industry. 

Our results advocate the efficacy of ANN machine learning with BPNN modeling to examine several 
variables and their interrelationships for risk prediction, which produced a successful linear modeling 
relationship. In the network architecture, 10 independent input variables and 1 single layer-dependent output 
variable (severity of risk prediction) were defined, followed by the development of 7 networks modeling 
between 19–25 neuron nodes. The accuracy performance of the developed networks was compared using 
several evaluation criteria to select the best model. It was found that the ANN model had a high AP of 90.2250% 
in predicting OSH risk exposure in the shipyard industry. This falls within the MAPE performance requirement, 
which is less than 30%. 

In terms of sensitivity analysis, input factors, such as working hours and workplace factors, have significant 
effects on the output OSH risk prediction. Alternatively, educational level and nationality are the least 
influencing factors. Therefore, this paper proposes a room for improvement for future research by classifying 
more details in working hours and workplace factors to improve the accuracy performance of the ANN modeling 
[39]. 

Acknowledgement 

Appendix  

ANN  artificial neural network 

AP   accuracy performance 

BFGS  the Broyden-Fletcher-Goldfarb-Shanno algorithm 

BPNN  backpropagation neural network 

HSE   health, safety, and environmental 

HSEMS  health, safety, and environmental management system 

logsig  log-sigmoid activation function 

Ma   mean average percentage error 

MAPE  mean average percentage error 

ML   machine learning 

MLP   multilayer perceptron 

MSE  mean square error 

OSH   occupational safety and health 

R   correlation coefficient 

R2   error square 

SOP   standard operating procedure 

tansig  hyperbolic tangent sigmoid activation function 

trainbfg  quasi-Newton backpropagation 

trainlm  Levenberg–Marquardt backpropagation 

trainrp  resilient backpropagation 

trainscg  scaled conjugate gradient backpropagation 
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