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ABSTRAK 


Masa kin i, semakin banya k applikasi elektronik dan alat jentera telah dieipta agaT 

masyarakat kita ada gaya hidup yang lebih baik. Dengan itu, pengo longan ekspresi 

wajah menjadi penting sebab ianya dapat membantu app likasi elektronik 

berkom unikasi dengan manusia menggu nakan eara ya ng lebih mesra. Justeru itu, 

sys tem pengolongan ekspresi wajah menggunakan rangkaian neural telah 

dibentangkan . Sebagai pemulaan untuk penyelidikan dalam pengolongan ekspresi 

wajah , projek ini dihuat berdasa rkan benluk mulu!. Pada mulanya, mulut akan 

dip!'oses dengan menggunakan pemprosesan gambar untuk mendapatkan bentuk 

mulut dan vektor. Vektor diperlukan untuk pemprosesan rangkaian neural dan 

dilatih untuk mengolongkan ekspresi wajah . Rangkaian neural J1lodc:l Radial Basis 

Functio n (RBF) telah digunakan dalam projek ini discbabkan kelebihan model ini 

dalam mengena li hentuk . Beberapa tatarajah bagi rangkaian neural telah 

disimulasikan dan keputusannya telah dibandingkan. Keputusan menunjukkan 

peratusan pengolongan yang betu! adalah sangat tinggi walaupun bentuk mulut 

sahaja dipakai dalam pengolongan. Peratusan pengolo ngan yang betul dapat 

mencapa! lingkungan antara 60% sehingga ke 100%. Di akh ir proj ek ioi, cara 

perba ikan telah disarankan untuk meningkatkan pretasi da n fungsi dalam 

pengolongan ekspresi wajah di masa hadapan. 
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ABSTRACT 


Nowadays , more and more advance electronic and machinery app lications were 

invented to provide a better lifestyle to the society. Because of that reason, facial 

expression classification application also become important as it can help the 

electronic appl ications to interact with users in a more user-fTiendl y method. Thus, a 

facial expression classi fi cati on system using RBF neural network implementation is 

presented. As a beginning of the research in the facial express ion classification, this 

project is done based on the shapes of the mouths. The mouths will be first 

undergone image preprocess ing to obtain its shape and vectors. Ti ~ vectors are 

needed for the neural network to process and learn to classify fa cial express ions . 

Radial Basis Function (RBF) neura l network is used in th is project as it provides 

advantages in pattern recogni tion. Networks are simulated for a few configurations 

and compared the result of testing. The results show that the percentages of correct 

matching are very high even though it is just based on the shape of the mouth. The 

percentage of correct matchi ng can achieve in the range of 60% until 100%. Future 

improvements for facial express ions classification are suggested at the end of the 

project to improve the performance and functionalit y of facial expression 

classification in the future . 
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CHAPTER 1 


INTRODUCTION 


1.1 Introduction to Neural 'etwork 

In the past, the term neural network had been used to describe the network o f 

bio logi ca l neurons, which performing the nervous system of living o rganism, such 

as human and animal. However in modern usage, it is more often to be re ferring as 

Artific ial Neural Netwo rks (ANNS), a programmable sys tem created us ing 

computer instructio n set that perfo rm tasks and properties s imilarly to bio logica l 

neuro ns. ANNS are made up by interconnected art ificia l neuro ns to process the task 

w ith the provided a lgorithm. 

In ANNS, usuall y there w ill be three layers as sho wn in Fig ure I . The first 

layer is the input layer, the layer that receives the input data and sends it to the 

hidden layer. The second layer is the hidden layer, the layer that w ill process the 

input data w ith the provided method and algorithm. The third layer is the out put 

layer, the layer that will show the result o f the hidden layer. 



Input Hidden La yer output 

Irput It I - " 

In ut #2 -   Output 

Input #3 - " 

Input #4 - " 

o 


l ayer Laye r 

'------''- ."v~O~b-
,~~tJ:~ 

Figure 1. Layers of A.1if.cial eura l . etworks 

1.2 His tOl"Y of Neural Network 

ANNS has been largely been researched and undergoes s imulation to 

s imulate properties similar to biological neural net work. The bio logica l neuro n has 

been tried to be simulated using co mputer programming. The brief histories of the 

neural netwo rk are listed below Pl. 

1938 	 Rashevsky initiated studies of neurodynan:i~s , a lso known as 

neura l field theory, representing activat ion and propagat ion 111 

neura l networks in terms of differential equat ions. 

1943 	 McCulloch and Pitts invented the fir st art i:ic ia l model for 

bio logica l neurons us ing simpl e binary thresho ld fu nctio ns and it 

was di scovered that many arithmetic and logical operations could 

be implemented. 
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1949 Donald Hebb comes out with Hebbian Learning, a neural netwo rk 

learning mecha nism by reinforcement and association. 

1954 Gabor invented the "learning filter" that uses gradient descent to 

obtain "optimal'· weights that minimize the mean squared error 

between the observed output signal and a signa l generated based 

upon the past information. 

1958 Rosenblatt invented the "perceptron", introd ucing a lea rning 

method for the McCulloch and P itt s neuron model. 

1969 Minsky and Papert demonstrated the limitation of percept ron. 

1982 Hopfield' s network was introduced fo r bi-direct ional flow of 

inputs between neurons o r nodes. 

1986 T he backpropagation a lgorithm introduced in year 1974 became 

very popular and brought out the develumnent of new training 

algo ritlun s for multilayer perceptro ns. 
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1.3 Applications of eural Network 

ANNS is applicab le no t only to biological processes, but also to techno logy 

application and mathematica l arithmetic ca lculation. The applications can range 

from comput er science o r engineering fi e ld until marketing fi e ld . Some oCthe neura l 

network app li ca tions' examples are as listed be low: 

I. Class iflcat ion of human facial expression, 

II. Real time target identification fo r securit y app lications, 


!II Industrial process contro lling, 


IV. Robotic fo r directing manipulator, 

V. Investment ana lys is fo r marketing purposes, 

V I. Artificia l inte lligent games development , 

VII . Speech-reading. 

1--' Future of cural Network 

The develo pment o f ANNS and the application of AN S are to be believed 

w ill be increase in the fu ture. Researchers continuing to develo p a new type of 

ANNS and implement the neural network in vari eties of applicat illn, ANNS might 

develop in certain area such as: 

1. More user-friendl y human and computer interac tion application, 

II. Robo t t hat can feel, think and act like human, 

!II. Organiza tion Sa les forecasting, 

IV. Fully automated smart home o r smart vehicles. 
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1.5 Introduction to Facial Expression Cla ssification 

The app roach of ANNS in technology has been focused in develop ing a 

more user-friendly appl ication that allowed the comput cr to conununicate with 

human. The develop ment of the more user-fricndly applicat ion begins with the idea 

where the computer can interact with the users . Hence, researches have been done 

on human detection by technology to develop the computer system that can respond 

to human. The human detection that has been researched inc ludes human movement 

detection, human facial recognition, human fac ia l expression classification, vO Ice 

recognition and etc. In this project , research and development will focus on facia l 

expression c lass ification using A S 

The facial expression is defined as the basic mod e of nonverbal 

communica tion among people. The facial expression of a person is o ften being used 

to fOOll the significant impression of such cha racteristics as friendliness, 

trustworthiness and stat us. Facial expression also always implies the changes of 

visual pattern over time, meaning showing the feeling or mood of the person at the 

moment of time [2]. 

Facial expression classification will be meaning to cla~s ify the expression 

showed by the human face at the momcnt of time. The express ions can either be 

c lass ified into happy, sad, nOO11al, angry o r etc. Facial expression is important to 

identify the feeling or mood at the moment of time. Th c ab ilit y to classify facial 

expressIo n can make the communication and interaction among peop le mo re 

effecti ve ly [3]. 
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1.6 Project Objective 

Facial expression c lass ification is one of the main c riteria for user-friendly 

app licatio n 's development. The ability to classify fac ia l expressions allowed the 

computer to respond to the user according to user's feeling at the moment of time, 

making the system more user-friendly. 

Hence, the objectives of the project are: 

I. To train the Radial Basis Function network for facial expression 

class ification. 

II. To implement the ANNS algoritlun in o rder to class ify the human faces. 

1II. To classify the human facia l expression using ANNS. 

IV. To simulate the result of ANNS tor human facial express ion classification. 

1.7 Scope of Proj ect 

The scopes of this project are to stud y the method to apply ANNS into image 

process ing and stud y about facial expression class ification and Radial Basis 

Function (REF). 

Besides that, this project is done to study the method to process the image 

into input data that the ANNS can accept and study the method to classify human 

facial expression using RBF. Moreover, this project is to develop a REF : ystem that 

can classify human facial expression. 
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1.8 Chapter Outline 

The outline for each chapter is listed as below: 

Chapter I  I ntroduces about neural network and fa cial express ion. Besides that , it 

al so explains the objectives of the project and sco pes o f the project. 

Chapter 2  Summarizes the studies and researches done for this project. 

Chapt er 3  Describes the methodology of this project and sho ws flow of the 

techniques. Besides that, it also explain s the fac ial expression 

class ification using MA TLAB so ft ware. 

Chapter 4  Performing the result s of the project and analysis o f the project. 

Besides that , di scuss ions will a lso be mad e to evaluate the 

performance of the developed system. The limit ation o f this project 

will al so be di scussed in this part 

Chapter 5  Discuss about the co nclusion of this project and make suggestions for 

further works o f fac ial express ion classifica tion. 
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CHAPTER 2 


LITERA TURE REVIEW 


2, 1 O"igin of Neural Netwo rk 

The roo ts of ANNS studies started with the neurobio logical studies that 

dated back about a century ago . For decades , biologists have been speculated on 

exactly how the nervous system works. William James was the firs t person who has 

co me out the hypotheses for how the bio logical neural netwo rk system works in 

1890s and lead to the development o f A S. The concept at that time was main ly to 

describe how the human nervous system and mind performed. 

The nervous system consists of the biological neurons as shown in Figure 2. 

In the biological neurons, the dendrite of one neuron rece ives electri ca l signa ls from 

the axons of the other neurons. At the synapses between the dendrite and axons, 

var ious amounts of electrical signals will be modu lated. The neuron fires an output 

signal only when the tota l strength of the input signals exceeds a certain threshold . 

Then the signal will be sent to the brain for interpretation [4]. 



)~ 

Figure 2 Bio logica l Neuron 

The concept of AN S was developed using the hypo theses obta ined from 

biological neura l networks and it was first implemented into the Turing's B-type 

machines and the Perceptron. [I , 4, 5] Perceptro n was the mathemat ica l model 

representation for the bio logical neuron. In the Perceptron model, numeri cal values 

have represented the elect rical signals in the bio logical nervo us sys tem. The 

we ighted sum o f the inputs represented the total strength of the input s ignals of the 

bio logical nervo us system, and an activation function represented the thresho ld 

va lue is applied on the sum to determine it s output [I] 

The implementation o f neural network concept into the l'erceptron caused 

more and mOre types o f ANNS been s imulated . The A "NS have different 

architectures, different pro perties and serve for diffe rent purposes. It applies widely 

in our daily application, from simple washing machine automated contro lling system 

until stock market fo recasting, making the life of human eas ier and process ing o f 

data faster. 
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