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Abstract— The coronavirus disease 2019 (COVID-19) 

pandemic has had a substantial detrimental impact on mental 

health, especially depression, and this has led to a high incidence 

of suicidal ideation (SI) around the globe, with the pandemic's 

post-peak period seeing the highest incidence in young adults. 

This study aims to propose an effective non-intrusive method for 

early detection of SI in young adults utilizing depression as a 

biomarker in structural magnetic resonance imaging. This 

paper introduces a hybrid machine learning approach utilizing 

attention mechanisms and spiking neural networks to 

differentiate between depression patients without SI and 

healthy controls. The hybrid method successfully completed the 

classification task after stratified 5-fold cross-validation, 

achieving test accuracy, sensitivity, specificity, and area under 

curve of 94%, 100%, 92%, and 0.96, respectively. The proposed 

algorithms offer an objective tool for identifying early SI risk in 

depressed patients without suicidal thoughts, alongside clinical 

assessment. 

 

Keywords— attention mechanism, depression, machine 

learning, spiking neural network, suicide ideation 

I. INTRODUCTION  

The psychological aftermath of the coronavirus disease 
2019 (COVID-19) pandemic has been demonstrated by 
depression and suicidal tendencies [1] with the prevalence of 
depression, particularly among young adults aged 18 to 29, as 
well as suicidal tendencies, remaining high throughout the 
pandemic until after post-pandemic [2]. The Spanish 
Psychiatry Association highlights that the probability of 
committing suicide is linked to depression, where the risk is 
magnified by 21 times [3]. Poor measurement of suicidal 
outcomes, such as suicidal ideation (SI), is a significant factor 
in understanding and reducing suicide [4], as depression has 
been identified as a significant risk factor [5]. The rise in 
suicide incidents has sparked mounting apprehension as SI has 
become more prevalent amidst the COVID-19 outbreak 
among young adults in the age of 18 to 24 [6]. SI denotes the 
initial phase of the suicidal process, and it can serve as a 
possible point of intervention for forthcoming suicide 
prevention measures [7]. Studies on SI detection often utilize 
traditional methods such as self-reports and medical 
evaluations, but these methods require active participation, 
leading to substantial costs [8]. Patients’ willingness to 
disclose information also limits accuracy and predictive value, 
resulting in potential bias and limited application [9]. Another 
method involves clinical approaches, that rely on the 

interaction between professionals and the individuals at risk 
[10]. According to Samuel Knapp, writer of Suicide 
Prevention: An Ethically and Scientifically Informed 
Approach, psychologist believe that the most effective 
approach to dealing with a patient with SI is to refer them to 
the emergency department and initiate their prescription of 
antidepressants without delay [11]. However, some patients 
may be hesitant to acknowledge SI due to fear of involuntary 
hospital admission [12]. Traditional procedures frequently fail 
to recognize suicide in its early stages, and depression scales, 
SI measures, and risk assessment tools lack a reliable score for 
predicting a small group of SI patients [13]. This highlights 
the need for improved procedures and new SI evaluation 
techniques to improve suicide risk diagnosis and care. 
Machine learning (ML) techniques are being utilizes to predict 
and classify mental diseases [14], with the main premise being 
that computers can learn from data by identifying patterns and 
understanding it with less human interaction [15]. As new data 
is exposed, ML’s detection patterns can be modified and 
enhanced, resulting in improved efficacy, complexity, and 
adaptability [16]. The study by [17] highlights the potential of 
ML applications in enhancing clinical and research practices 
in psychology and mental health by analyzing existing 
literature on the utilization of ML and big data in mental health 
research. The ML algorithm for forecasting suicidal 
tendencies yields more precise results than traditional clinical 
methods [18]. Thus, ML offers new opportunities for 
enhancing suicide prevention systems and computer-based 
learning of sophisticated classifiers, which can improve 
prediction accuracy through large datasets [19]. The 
utilization of ML in suicide research has rapidly increased in 
recent years, often highlighting its potential to enhance the 
anticipation and deterrent of suicidal behavior (SB) [20]. A 
systematic review of ML studies on SB found that ML 
approaches can accurately predict SB, with an area under the 
curve (AUC) of over 90% [9]. Depression is a severe mental 
disorder that significantly affects daily functioning and quality 
of life by disrupting concentration, motivation, and mental 
abilities, leading to limitations in daily activities and potential 
suicidal tendencies [21]. Therefore, it is crucial for researchers 
and medical professionals to comprehend its pathophysiology. 
ML is increasingly being utilizes in neuroimaging research to 
process complex brain imaging data, which is often utilized to 
view, measure, and evaluate the anatomical properties of brain 
structures with structural neuroimaging methods such as MRI 
and CT [22]. Neuroimaging aids in understanding disease 
mechanisms and identifying biomarkers [23]. Indeed, 
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previous research indicates that changes in specific brain 
regions and circuits may play a role in SI and SB, despite 
limited sample sizes and varied neuroimaging techniques [24]. 
Researchers are increasingly utilizing supervised ML 
algorithms and multivariate pattern classification approaches 
to understand the complexity of psychiatric illnesses, 
particularly in the investigation of suicide with neuroimaging 
[25]. This approach can help identify new areas of focus and 
establish the foundation for accurate management of suicidal 
individuals [26]. Hence, this study proposes a hybrid 
technique combining attention mechanism (AM) and spiking 
neural networks (SNN) models to enhance SI detection in 
depressive individuals without SI (DNS) and healthy controls 
(HC) utilizing structural MRI (sMRI) scans of young adults 
for depression categorization. This study is inspired by 
previous studies [27], [28], [29], [30] that employed sMRI for 
SI detection based on a depression biomarker.   

II. RELATED WORKS 

Studies suggest that early detection of SI can save lives 
[31]. Recent interest in SI research has increased, focusing on 
social media data and text analysis to understand people’s 
suicidal intentions [32]. Social media posts are crucial for 
diagnosing suicidal individuals due to their ability to reveal 
rapid behavioral changes [33]. The integration of AM into a 
neural network framework to understand the textual content in 
social media data is discussed extensively in the literature on 
the detection of SI and depression [34]. The main goal of AM 
is to emphasize the important parts of the data while lessening 
the attention on the unimportant ones [35]. An average 
accuracy of 90.15% was attained in [34] when AM and fusion 
deep learning model were utilized to identify the explicit and 
implicit context of depression. Furthermore, AM was utilized 
in [36] to filter significant data on depression diagnosis in 
social media posts, resulting in a 1.08% increase in the 
model’s accuracy. The study in [37] utilized AM layers to 
detect SI utilizing individual knowledge graphs and 
dynamically altering risk factor weights, achieving an 
accuracy rate of 93.74% on Weibo’s dataset and 65.92% on 
Reddit’s. Moreover, [38] integrates SI with topical clues about 
current events and emotional cues, utilizing AM to prioritize 
significant relational features, however, it is ineffective in 
forecasting low-risk SI. The utilization of social media data 
has limitations in understanding SI, as it does not directly 
address depression severity or risk factors by incorporating 
suicide psychology, which is essential for effective suicide 
prevention [10], [34]. Alternatively, AM makes a significant 
improvement in the analysis of medical data [39]. Attention-
based medical image analysis has shown success in extracting 
contextual data from MRI scans, leading to a better outcome 
[40]. By prioritizing key clinical feature regions, AM 
algorithms can increase resilience [41]. However, despite its 
effectiveness, most research on suicide that utilized AM has 
focused on social media data analysis. AM’s potential in 
neuroimaging analysis for SI and depression is worth 
investigating, as it yields excellent results when applied to 
medical image data. Spiking neural networks (SNN), the third 
generation of artificial neural networks, aims to create more 
accurate neuronal models by closely imitating human brain 
operations [42]. The model differs from traditional neural 
networks in the ML community due to its utilization of spikes 
(electrical impulses), unlike the continuous value utilized in 
traditional ML [43]. The temporal dynamics making SNN 
useful for real-time functioning and data-based updates [44]. 
SNN algorithms are widely utilize in healthcare for medical 

data classification due to their natural power-efficiency, 
biological plausibility, and outstanding image recognition 
ability [45]. In [46], the utilization of SNN led to a 
classification accuracy rate of 96.97% for breast cancers. 
Moreover, SNN also has been utilized in neuroimaging for 
disease detection, with [47] introduces a superior MRI 
segmentation technique for tumor diagnosis, achieving 
98.21% accuracy and MRI classification for Alzheimer’s 
disease achieving accuracy ranging from 70% to 90% [48]. 
Overall, most SNN-based experiments for medical data 
demonstrated improved performance with accuracy levels 
over 70%. However, to our understanding, there is no suicide 
research studies that have utilized SNN model. This study 
introduces a hybrid approach that incorporates AM and SNN 
(AM-SNN) models, utilizing neuroimaging data from DNS 
and HC subjects to enhance predictive frameworks for SI. 
Neurons in the brain only fire when they are triggered by 
external input in which the surroundings or other neurons may 
provide this input, thus overfitting and high energy 
consumptions may be avoided [48]. Because SNN can benefit 
from the sparsity of neuronal activity, they have the potential 
to be more effective than conventional ML. Moreover, SNN 
has a dynamic nature, as a result, it performs exceptionally 
well when utilized with dynamic processes such as speech and 
visual recognition [44]. AM on the other hand, shows great 
result in the ML community as it aided to prioritizes crucial 
data for a ML model to utilize. Therefore, the notion of ESNN 
and AM are worthy to be explore.  

III. METHODOLOGY 

A. Dataset 

The study analyzed sMRI data from publicly available 
datasets [49], [50], [51], and [52] to show the effectiveness of 
the proposed model. Participants aged 19 – 24 were selected 
with a total of 80 sMRI images were collected, in which 20 
being DNS and 60 being HC. The dataset details are presented 
in Table I.  

TABLE I.  ELABORATE DATA OF THE EXPERIMENTAL DATASET 

Dataset OpenNeuro SLIM 

Research subject DNS HC 

Number of samples 20 60 

Average age 21.95 (19 – 24) 19.78 (19 – 22) 

Gender (Male/ Female) 5/ 15 20/ 40 

B. Data pre-processing 

The study utilized a baseline data image of all subjects at 
rest, and Matlab R2021a software to launch the voxel-based 
morphometry (VBM) analysis within the Statistical 
Parametric Mapping (SPM12) for data pre-processing. The 
data pre-processing steps are as follows: 

1. Re-orientation: To ensure that the brain’s anatomy 
is positioned correctly and centered, orientation is 
necessary as once the data are trained with the ML 
models, the calibration remains consistent 
throughout. The sMRI data was oriented based on the 
Montreal Neurological Institute’s (MNI) TW1 
templates. 

2. Segmentation: The segmentation procedure 
classifies brain tissue types utilizing the orientated 
images, with SPM12 automatically distinguishing 
between gray matter (GM), white matter (WM), and 
cerebrospinal fluid (CSF). The GM structural 
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graphics were utilized as the input dataset for the 
AM-SNN model. 

3. DARTEL: The Diffeomorphic Anatomical 
Registration Through Exponential Lie Algebra 
(DARTEL) was utilized to enhance image fitting 
accuracy by creating a regional template for GM and 
WM through repeated iterations of the tissue class 
images. The process of each cycle enhances the 
alignment of individual photos, resulting in the 
creation of clearer templates. 

4. Normalization + Smoothing: The normalizing 
process involves standardization, where the 
structural pictures are adjusted to fit an MNI brain 
template, with smoothing being a crucial part of this 
process. 

5. Image Format Conversion: The final format of the 
data was furnished in raw Neuroimaging Informatics 
Technology Initiative (NIfTI) format as a 3D images. 
JPEG, PNG, and TIFF are widely utilize image 
formats for ML models. Therefore, the NIfTI format 
are conversed to the PNG format. Converting images 
to PNG ensures the preservation of original image 
data while maintaining the authenticity of the 
original graphics. The Matlab instructions for image 
conversion can be found at 
https://alexlaurence.github.io/NIfTI-Image-
Converter/. The converted images are rescaled into a 
fixed 50 x 50 pixels format to ensure the proposed 
model can efficiently extract features. 

The process of pre-processing sMRI data is depicted in Fig. 1. 

 
Fig. 1. The workflow for the sMRI data pre-processing 

C. Image Augmentation and Cross-Validation 

The dataset utilized in this study is an unbalanced one, 
which often leads to subpar results due to ML techniques 
ignoring minority classes. To address this issue, the Synthetic 
Minority Oversampling Technique (SMOTE) and Stratified 
K-Fold cross-validation were employed to expedite the 
training and testing processes, as they are the most effective 
methods for dealing with such data.  

D. AM-SNN 

This study aims to create integrated neural network 
structures and implement them to enhance the classification of 
sMRI images from both DNS and HC participants. The image 
categorization process involves combining self-AM and 
ESNN models, with the attention layer integrated into the 
ESNN architecture. Self-AM is a module in AM that enables 
inputs to communicate with one another (“self”) and 
determine which ones require more focus [53]. The self-AM 
layer aids the ESNN model by focusing on the relevant input 
dataset and passing filtered data for processing, thereby 

enhancing its performance. Evolving SNN (ESNN) is an 
enhance version of SNN. Neurogenesis, the process through 
which new neurons are developed in the brain, is the source of 
inspiration for ESNN in which the general concept behind 
ESNN is to determine how many neurons the network will 
need to complete a task throughout the training phase [54]. In 
this study, the leaky integrate-and-fire (LIF) neuron model 
was utilized with the rank order population encoding (ROPE) 
implementation that was based on the rank order (RO) 
learning rule. The LIF model is built on a simple resistor-
capacitor circuit with extra rules, allowing model neurons to 
fire when the membrane potential exceeds a threshold, 
simulating the spiking behavior of neurons [55]. The 
membrane voltage will then revert to a value below the 
threshold after each spike in order to continue integrating the 
input. RO learning posits that the most crucial input pattern 
information is stored in the previously arrived spikes [56]. The 
ROPE is an extension of the RO rule, and it assigns data 
samples to spikes for categorizing actual data. Population 
encoding involves grouping neurons with similar weight 
vectors, specified by Euclidean distance. The sum of 
responses from multiple neurons can estimate input value, 
allowing ML models to label and structure neurons based on 
their affiliation with a category during categorization tasks 
[56]. The proposed AM-SNN model algorithm is presented in 
Fig. 2. 

 
Fig. 2. The proposed AM-SNN model algorithm 

IV. RESULT AND DISCUSSIONS 

Here, we evaluate the hybrid AM-SNN model's 
performance, and the findings from numerous trials are 
explained in more detail. 

A. Result Interpretation and Evaluation 

In this study, the DNS and HC subjects were divided into 
"1" and "0" categories, and we utilized the confusion matrix 
to evaluate the performance of ML model with the metrics of 
accuracy (ACC), sensitivity (SEN), specificity (SPEC), and 
area under the curve (AUC).  Additionally, the ESNN 
framework’s neuron counts was also utilized to estimate the 
number of neurons generated during the classification task. 
Then, the proposed model was compared to traditional ML 
classifiers by training two classic ML classifiers; support 
vector machine (SVM) and k-nearest neighbor (KNN). 
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Additionally, the proposed model also was compared to the 
past investigations. 

B. Results and Discussion 

The AM-SNN model achieved a 94% ACC, 100% SEN, 
and 92% SPEC in classifying DNS and HC utilizing stratified 
5-fold cross-validation. Fig. 3 shows the ROC curve of the 
model with an AUC of 0.96. The ROC curve is a crucial 
evaluation standard for classification models, with a higher 
AUC value indicating superior performance, as demonstrated 
by the AM-SNN model. The result implies that the utilization 
of ML techniques may be utilized to enhance the SI 
assessment in order to identify early SI phase based on sMRI 
of depressed young adults. SNN employs time pulses for 
spatiotemporal instances to precisely replicate the functioning 
of the biological brain. 

 
Fig. 3. ROC-AUC graph of the model. 

 The rate of time pulses between neurons is crucial for 
accurate classification, allowing for the use of target data for 
configuration definition. AM plays a crucial role in 
reinforcing the performance of the SNN framework. AM often 
resembles human cognitive attention, and in the context of 
ML, attention aims to emphasize the crucial portions of the 
image data by giving them more weight while ignoring the 
less crucial ones. During the training phase, each image’s 
pixels are converted into spike trains, each encoding the 
intensity of a single pixel. The spike trains are received as 
input by the spiking neurons connected to the embedded AM. 
The AM prioritized important spikes, ignoring unimportant 
ones, and allowed them to spike next. Following that, the SNN 
learning rule was utilized to calculate and combine the 
membrane potential of each neuron based on the spiking input. 
The testing procedure's classification task is generated using 
the spike output. The experimental results for both the SNN 
model and the suggested model are presented, with Table II 
showcasing the SNN model's performance without and with 
attention module. 

TABLE II.  THE COMPARISON BETWEEN SNN MODEL WITHOUT AND 
WITH ATTENTION MODULE 

MODEL ACC SEN SPEC AUC NEURON COUNTS 

SNN 88% 100% 83% 0.92 88 

AM-SNN 94% 100% 92% 0.96 90 

 

Table II reveals that incorporating the AM into the SNN 
model leads to an enhancement in all performance indicators. 

The SNN model incorporates AM, enabling it to gather 
knowledge from all image levels, including the lowest layer. 
Computer vision AM operated by varying the weights or 
scores given to input components such as pixels, regions, or 
features. These weights help the model focus on the most 
relevant areas of the image, ignoring distractions 
(background), to achieve better image classification tasks. 
Moreover, the proposed model, when combined with the AM 
model, resulted in the generation of more new neurons for 
optimal performance. The AM-SNN model efficiently 
generates new data without retraining, simplifying the SI 
assessment process, saving time and money in practice. Table 
III compares the experimental results of the proposed model 
with the traditional ML classifiers, SVM and KNN.  

TABLE III.  COMPARISON WITH TRADITIONAL MACHINE LEARNING 
CLASSIFIERS, THE BEST PERFORMANCES ARE INDICATED IN BOLD. 

MODEL ACC SEN SPEC AUC 

SVM 81% 100% 75% 0.88 

KNN (K=2) 81% 75% 83% 0.79 

AM-SNN 94% 100% 92% 0.96 

  

 The proposed model outperformed traditional ML 
classifiers in terms of ACC and AUC value, as shown in Table 
3. SVM and KNN achieved 81% ACC but are biased towards 
the majority class output due to imbalanced data. SVM, a 
widely recognized supervised learning system, excels in 
classification and regression problems but may struggle when 
the number of characteristics exceeds the training data [57]. 
Our dataset contains 80 samples with each sample consisting 
of 2,500 features, thus as seen in Table III, despite the model’s 
ability to identify the “1” class accurately, the maximum 
accuracy the model able to yield is 81% with 0.88 AUC value. 
The KNN, a “lazy learning” algorithm utilizing instance-
based learning, faces a significant challenge in determining 
the optimal number of neighbors K to utilize [58]. The study 
found that K=2 achieved the best outcome with an accuracy of 
81% in a comparative experiment. However, the model's 
classifier performance was mediocre due to a lower AUC 
value of 0.79, and the SVM outperformed the KNN but failed 
to beat the AM-SNN model. Lastly, the proposed model is 
compared with previous studies on SI detection utilizing 
depression sMRI data, as illustrated in Table IV.  

TABLE IV.  PAST STUDIES COMPARISON WITH PROPOSED MODEL, THE 
BEST PERFORMANCES ARE INDICATED IN BOLD. 

AUTHOR MODEL ACC SEN SPEC 

Weng et al. [27] 
CNN, XGB and 

LR 
85% 75% 100% 

Chen et al. [28] CNN 58.9% - - 

Hong et al. [29] SVM 78.59% 73.1% 84% 

Hu et al. [30] FCNN 70.12% 75.61% 63.08% 

PROPOSED 
MODEL 

AM-SNN 94% 100% 92% 

 

Recent years have seen limited investigations of SI using 
sMRI and depression biomarkers, as shown in Table IV. 
Convolutional neural networks (CNN) utilize convolution to 
analyze images fast by applying filters to extract features for 

2023 IEEE International Conference on Computing (ICOCO)

495

2023 IEEE International Conference on Computing (ICOCO)

511
Authorized licensed use limited to: UNIVERSITY MALAYSIA SARAWAK. Downloaded on January 25,2024 at 11:28:39 UTC from IEEE Xplore.  Restrictions apply. 



classification, which speeds up data processing and makes it 
possible for them to process information more effectively than 
other methods [59]. CNN, through meticulous data analysis, 
can effectively identify intricate patterns in images with high 
accuracy rates. However, the dataset utilized in [27], [28], and 
[30] was relatively small, with the highest number of 288 data 
in [30]. The utilization of CNN in [27], [28], and [30] has 
several layers and parameters and the model requires a lot of 
computing power and memory to operate. Because of this, the 
CNN was unable to attain high accuracy rates. In [27], it was 
discovered that extreme gradient boosting (XGB) beat logistic 
regression (LR) with 85% ACC after feature extraction with 
CNN. The SVM model utilized in [29] was outperformed as 
well by the XGB. One advantage of XGB is that it utilizes 
several trees in an ensemble technique, which allows it more 
flexibility over time. However, if the parameters are too deep, 
XGB tend to overfit particularly with noisy data such as MRI. 
SVM’s strength lies in its ability to project data into a high-
dimensional space, enabling linear separation for almost any 
data, but it also requires a kernel, which may not be perfect for 
every dataset. Hence, the proposed model demonstrated 
superior performance compared to the traditional ML 
classifiers.  

V. CONCLUSION 

 The study utilized the AM-SNN framework to analyze 
sMRI data for the classification task of DNS and HC 
individuals. The results offer strong support for technology 
advancements and approaches that could have a substantial 
influence on early SI detection and suicidal risk reduction by 
utilizing depression biomarkers in neuroimaging data. The 
study compared traditional ML techniques and past SI 
assessment research, revealing that the AM-SNN framework 
significantly enhanced sample classification accuracy and 
demonstrated neuroimaging's potential in SI assessment. This 
study presents the initial ML frameworks for evaluating SI 
using neuroimaging depression biomarkers with AM and 
SNN. Our model will be particularly beneficial in identifying 
individuals who may need care before they reach a crisis point. 

ACKNOWLEDGEMENT 

The authors acknowledged the financial support from the 
Ministry of Higher Education Malaysia through Fundamental 
Research Grant Scheme (FRGS) 
FRGS/1/2021/SS0/UNIMAS/02/4. Moreover, we want to 
thank the Faculty of Cognitive Sciences and Human 
Development, Universiti Malaysia Sarawak (UNIMAS), for 
their support and funding of the publication. 

REFERENCES 

 
[1] Byrne, A., Barber, R., & Lim, C. H. (2021). Impact of the COVID-19 

pandemic - a mental health service prespective. Progress in Neurologya 
nd Psychiatry, 25(20), 27-33b. https://doi.org/10.1002/pnp.708 

[2] Vahratian, A., Blumberg, S. J., Terlizzi, E. P., & Schiller, J. S. (2021). 
Symptoms of anxiety or depressive disorder and use of mental health 
care among adults during the COVID-19 pandemic - United States, 
August 2020 - February 2021. Morbidity and Mortality Weekly Report, 
70(13), 490. https://doi.org/10.15585/mmwr.mm7013e2 

[3] Lázaro-Pérez, C., Munuera Gómez, P., Martínez-López, J. Á., & 
Gómez-Galán, J. (2023). Predictive factors of suicidal ideation in 
Spanish university students: a health, preventive, social, and cultural 
approach. Journal of clinical medicine, 12(3), 1207. 
https://doi.org/10.3390/jcm12031207 

[4] Deming, C. A., Harris, J. A., Castro-Ramirez, F., Glenn, J. J., Cha, C. 
B., Millner, A. J., & Nock, M. K. (2021). Inconsistencies in self-reports 
of suicidal ideation and attempts across assessments methods. 

Psychological Assessment, 33(3), 218-229. 
https://doi.org/10.1037/pass0000976 

[5] Kim, S., Son, H. G., Lee, S., Park, H., & Jeong, K. H. (2022). A study 
on the relationship between depression change types and suicide 
ideation before and after COVID-19. In Healthcare (Vol. 10, No. 9, p. 
1610). MDPI, https://doi.org/10.3390/healthcare10091610 

[6] Schluter, P.J., Généreux, M., Hung, K.K., Landaverde, E., Law, R.P., 
Mok, C.P.Y., et al. (2022). Patterns of suicide ideation across eight 
countries in four continents during the COVID-19 pandemic era: 
Repeated cross-sectional study. JMIR public health and surveillance, 
8(1), e32140. https://doi.org/10.2196/32140 

[7] Large, M., Corderoy, A., & McHugh, C. (2021). Is suicidal behavior a 
stronger predictor of later suicide than suicidal ideation? A systematic 
review and meta-analysis. Australian & New Zealand Journal of 
Psychiatry, 55(3), 254-267. 
https://doi.org/10.1177/0004867420931161 

[8] Vera-Varela, C., Manrique Mirón, P. C., Barrigón, M. L., Álvarez-
García, R., Portillo, P., Chamorro, J., et al. (2021). Low level of 
agreement between self-report and clinical assessment of passive 
suicidal ideation. Archives of Suicide Research, 26(4), 1895-1910. 
https://doi.org/10.1080/13811118.2021.1945984 

[9] Bernert, R. A., Hilberg, A. M., Melia, R., Kim, J. P., Shah, N. H., & 
Abnousi, F. (2020). Artificial intelligence and suicide prevention: a 
systematic review of machine learning investigations. International 
journal of environmental research and public health, 17(16), 5929. 
https://doi.org/10.3390/ijerph17165929 

[10] Ji, S., Pan, S., Li, X., Cambria, E., Long, G., & Huang, Z. (2020). 
Suicidal ideation detection: A review of machine learning methods and 
applications. IEEE Transactions on Computational Social Systems, 
8(1), 214 - 226. https://doi.org/10.1109/ TCSS.2020.3021467 

[11] Clay, R. A. (2022). How to assess and intervene with patients at risk of 
suicide. AMERICAN PSYCHOLOGICAL ASSOCIATION. 
https://www.apa.org/monitor/2022/06/continuing-education-
intervene-suicide 

[12] Pappas, S. (2021). New research in suicide prevention. AMERICAN 
PSYCHOLOGICAL ASSOCIATION. 
https://www.apa.org/monitor/2021/09/news-suicide-prevention 

[13] Harmer, B., Lee, S., TvH, D., & Saadabadi, A. (2021). Suicidal 
ideation. 2020 Nov 23. StatPearls [Internet]. Treasure Island (FL): 
StatPearls Publishing. 

[14] Su, C., Xu, Z., Pathak, J., & Wang, F. (2020). Deep learning in mental 
health outcome research: a scoping review. Translational Psychiatry, 
10(1), 116. https://doi.org/10.1038/s41398-020-0780-3 

[15] Kim, S., Lee, H. K., & Lee, K. (2021). Detecting suicidal risk using 
MMPI-2 based on machine learning algorithm. Scientific Reports, 
11(1), 15310. https://doi.org/10.1038/s41598-021-94839-5 

[16] Linthicum, K. P., Schafer, K. M., & Ribeiro, J. D. (2019). Machine 
learning in suicide science: Applications and ethics. Behavioral 
sciences & the law, 37(3), 214 - 222. https://doi.org/10.1002/bsl.2392 

[17] Shatte, A. B., Hutchinson, D. M., & Teague, S. J. (2019). Machine 
learning in mental health: a scoping review of methods and 
applications. Psychological medicine, 49(9), 1426 - 1448. 
https://doi.org/10.1017/S0033291719000151 

[18] McHugh, C. M., & Large, M. M. (2020). Can machine-learning 
methods really help predict suicide? Current Opinion in Psychiatry, 33, 
369-374. https://doi.org/10.1097/YCO .0000000000000609 

[19] Nordin, N., Zainol, M. H. M., & Chan, L. F. (2022). Suicidal behaviour 
prediction models using machine learning techniques: A systematic 
review. Artificial intelligence in medicine, 102395. 
https://doi.org/10.1016/j.artmed.2022.102395 

[20] Kirtley, O. J., van Mens, K., Hoogendoorn, M., Kapur, N., & de Beurs, 
D. (2022). Translating promise into practice: a review of machine 
learning in suicide research and prevention. The Lancet Psychiatry, 
9(3), 243-252. https://doi.org/10.1016/S2215-0366(21)00254-6 

[21] Lai, C-H. (2019). Promising neuroimaging biomarkers in depression. 
Psychiatry Investigation, 16(9), 662 - 670. 
https://doi.org/10.30773/pi.2019.07.25.2 

[22] Erus, G., Habes, M., & Davatzikos, C. (2020). Machine learning based 
imaging biomarkers in large scale population studies: A neuroimaging 
perspective. In Handbook of Medical Image Computing and Computer 
Assisted Intervention (pp. 379-399). Academic Press. 
https://doi.org/10.1016/B978-0-12-816176-0.00021-1 

2023 IEEE International Conference on Computing (ICOCO)

496

2023 IEEE International Conference on Computing (ICOCO)

512
Authorized licensed use limited to: UNIVERSITY MALAYSIA SARAWAK. Downloaded on January 25,2024 at 11:28:39 UTC from IEEE Xplore.  Restrictions apply. 



[23] Guy-Evans, O. G. (2023). Neuroimaging Techniques And What A 
Brain Image Can Tell Us. Simply Psychology. 
https://www.simplypsychology.org/neuroimaging.html 

[24] Schmaal, L., van Harmelen, A-L., Chatzi, V., Lippard, E. T. C., 
Toenders, Y. J., Averill, L. A., et al. (2020). Imaging suicidal thoughts 
and behaviors: A comprehensive review of 2 decades of neuroimaging 
studies. Molecular Psychiatry, 25(2), 408-472. 
https://doi.org/10.1038/s41380-019-0587-x 

[25] Nielsen, A. N., Barch, D. M., Petersen, S. E., Schlaggar, B. L., & 
Greene, D. J. (2020). Machine learning with neuroimaging: evaluating 
its applications in psychiatry. Biological Psychiatry: Cognitive 
Neuroscience and Neuroimaging, 5(8), 791-798. 
https://doi.org/10.1016/j.bpsc.2019.11.007 

[26] Ballard, E. D., Gilbert, J. R., Wusinich, C., & Zarate Jr., C. A. (2021). 
New methods for assessing rapid changes in suicide risk. Frontiers in 
Psychiatry, 12, 598434. https://doi.org/10.3389/fpsyt.2021.598434 

[27] Weng, J. C., Lin, T. Y., Tsai, Y. H., Cheok, M. T., Chang, Y. P. E., & 
Chen, V. C. H. (2020). An autoencoder and machine learning model to 
predict suicidal ideation with brain structural imaging. Journal of 
Clinical Medicine, 9, 1-9. https://doi.org/10.3390/jcm9030658. 

[28] Chen, V. C. H., Wong, F. T., Tsai, Y. H., Cheok, M. T., Chang, Y. P. 
E., McIntyre, R. S., & Weng, J. C. (2021). Convolutional neural 
network-based deep learning model for predicting differential 
suicidality in depressive patients using brain generalized q-sampling 
imaging. The Journal of Clinical Psychiatry. https://doi.org/ 
10.4088/JCP.19m13225 

[29] Hong, S., Liu, Y. S., Cao, B., Cao, J., Ai, M., Chen, J., Greenshaw, A., 
& Kuang, L. (2021). Identification of suicidality in adolescent major 
depressive patients using sMRI: A machine learning approach. Journal 
of Affective Disorders, 280(A), 72-76. 
https://doi.org/10.1016/j.jad.2020.10.077 

[30] Hu, J., Huang, Y., Zhang, X., Liao, B., Hou, G., Xu, Z., et al. (2023). 
Identifying suicide attempts, ideation, and non-ideation in major 
depressive disorder from structural MRI data using deep learning. 
Asian journal of psychiatry, 82, 103511. 
https://doi.org/10.1016/j.ajp.2023.103511 

[31] Bhardwaj, T., Gupta, P., Goyal, A., Nagpal, A., & Jha, V. (2022). A 
review on suicidal ideation detection based on machine learning and 
deep learning techniques. In 2022 IEEE World AI IoT Congress 
(ATIoT), 027 - 031.  

[32] https://doi.org/ 10.1109/AIIoT54504.2022.9817373 

[33] Heckler, W. F., de Carvalho, J. V., & Barbosa, J. L. V. (2022). Machine 
learning for suicidal ideation identification: A systematic literature 
review. Computers in Human Behavior, 128, 107095. 
https://doi.org/10.1016/j.chb.2021.107095 

[34] Renjith, S., Abraham, A., Jyothi, S. B., Chandran, L., & Thomson, J. 
(2022). An ensemble deep learning technique for detecting suicidal 
ideation from posts in social media platforms. Journal of King Saud 
University-Computer and Information Sciences, 34(10), 9564 - 9575. 
https://doi.org/10.1016/j.jksuci.2021.11.010 

[35] Nadeem, A., Naveed, M., Islam Satti, M., Afzal, H., Ahmad, T., & 
Kim, K. I. (2022). Depression Detection Based on Hybrid Deep 
Learning SSCL Framework Using Self-Attention Mechanism: An 
Application to Social Networking Data. Sensors, 22(24), 9775. 
https://doi.org/10.3390/s22249775 

[36] Gonçalves, T., Rio-Torto, I., Teixeira, L. F., & Cardoso, J. S. (2022). 
A survey on attention mechanisms for medical applications: are we 
moving towards better algorithms? IEEE Access, 10, 98909 - 98935. 
https://doi.org/10.1109/ACCESS.2022.320449 

[37] Li, Z., An, Z., Cheng, W., Zhou, J., Zheng, F., & Hu, B. (2023). MHA: 
a multimodal hierarchical attention model for depression detection in 
social media. Health information science and systems, 11(1), 6. 
https://doi.org/10.1007/s13755-022-00197-5 

[38] Erdem, K. (2021). Interactive guide to Attention Mechanism. Towards 
Data Science. https://towardsdatascience.com/introduction-to-
attention-mechanism-8d044442a29 

[39] Yao, H., Zhang, X., Zhou, X., & Liu, S. (2019). Parallel structure deep 
neural network using CNN and RNN with an attention mechanism for 
breast cancer histology image classification. Cancers, 11(12), 1901. 
https://doi.org/10.3390/cancers11121901 

[40] Jiang, M., Yan, B., Li, Y., Zhang, J., Li, T., & Ke, W. (2022). Image 
classification of Alzheimer's disease based on external-attention 

mechanism and fully convolutional network. Brain Sciences, 12(3), 
319. https://doi.org/10.3390/brainsci12030319 

[41] Fang, Y., Yang, S., Zhao, B., & Huang, C. (2021). Cyberbullying 
detection in social networks using Bi-gru with self-attention 
mechanism. Information, 12(4), 171. 
https://doi.org/10.3390/info12040171 

[42] Taherkhani, A., Belatreche, A., Li, Y., Cosma, G., Maguire, L. P., & 
McGinnity, T. M. (2020). A review of learning in biologically plausible 
spiking neural networks. Neural Networks, 122, 253-272. 
https://doi.org/10.1016/j.neunet.2019.09.036 

[43] Vadapalli, P. (2023). Spiking neural networks: Everything you need to 
know. upGrad. https://www.upgrad.com/blog/spiking-neural-network/ 

[44] Tan, C., Šarlija, M., & Kasabov, N. (2020). Spiking Neural Networks: 
Background, Recent Development and the NeuCube Architecture. 
Neural Processing Letters, 52, 1675 - 1701. 
https://doi.org/10.1007/s11063-020-10322-8 

[45] Zhou, Q., Shi, Y., Xu, Z., Qu, R., & Xu, G. (2020). Classifying 
melanoma skin lesions using convolutional spiking neural networks 
with unsupervised stdp learning rule. IEEE Access, 8, 101309 – 
101319. https://doi.org/10.1109/ACCESS.2020.2998098 

[46] Fu, Q., & Dong, H. (2021). An ensemble unsupervised spiking neural 
network for objective recognition. Neurocomputing, 419, 47-58. 
https://doi.org/10.1016/j.neucom.2020.07.109 

[47] Ahmadi, M., Sharifi, A., Hassantabar, S., & Enayati, S. (2021). QAIS-
DSNN: tumor area segmentation of MRI image with optimized 
quantum matched-filter technique and deep spiking neural network. 
BioMed Research International, 2021. 
https://doi.org/10.1155/2021/6653879 

[48] A.I. For Anyone. (n.d.). Spiking neural network (SNN). A.I. FOR 
ANYONE. https://www.aiforanyone.org/glossary/spiking-neural-
network#:~:text=Spiking%20neural%20networks%20can%20be,also
%20help%20to%20prevent%20overfitting. 

[49] Baranger, D. A. A., Halchenko, Y. O., Satz, S., Ragozzino, R., Iyengar, 
S., Swartz, H. A., & Manelis, A. (2021). Aberrant levels of cortical 
myelin distinguish individuals with depressive disorders from healthy 
controls. NeuroImage: Clinical, 32, 102790. [Dataset] OpenNeuro. 
https://openneuro.org/datasets/ds003653/versions/1.0.0 

[50] Bezmaternykh, D. D., Meinikov, M. E., Savelov, A. A., & Petrovskii, 
E. D. (2021a). Resting state with closed eyes for patients with 
depression and healthy participants. OpenNeuro. [Dataset] 
OpenNeuro. https://doi.org/10.18112/openneuro.ds002748.v1.0.5 

[51] Bezmaternykh, D. D., Meinikov, M. E., Savelov, A. A., & Petrovskii, 
E. D. (2021b). Two sessions of resting state with closed eyes for 
patients with depression in treatment course (NFB, CBT or No 
treatment groups). OpenNeuro. [Dataset] OpenNeuro. 
https://doi.org/10.18112/openneuro.ds003007.v1.0.1 

[52] Liu, W., Wei, D., Chen, Q., Yang, W., Meng, J., Wu, G., et al. (2017). 
Longitudinal test-retest neuroimaging data from healthy young adults 
in southwest China. Scientific Data, 4(1), 1-9. 
https://doi.org/10.1038/sdata.2017.17 

[53] Karim, R. (2019). Attn: illustrated attention. Towards Data Science. 
https://towardsdatascience.com/attn-illustrated-attention-
5ec4ad276ee3#df28 

[54] Kandel, E. R., Schwartz, J. H., Jessell, T. M., Siegelbaum, S., 
Hudspeth, A. J., & Mack, S. (Eds.) (2000). Principles of neural science 
(Vol. 4, pp. 1227-1246). New York: McGraw-hill. 

[55] MIT OpenCourseWare. (n.d.). Leaky Integrate and Fire. MIT. 
https://ocw.mit.edu/courses/res-9-003-brains-minds-and-machines-
summer-course-summer- 

[56] Thorpe, S., & Gautrais, J. (1998). Rank order coding. In Computational 
Neuroscience: Trends in Research, 1998 (pp. 113 - 118). Boston, MA: 
Springer US. https://doi.org/10.1107/978-1-4615-4831-7_19 

[57] Goelaparna1520. (n.d.). Support vector machine in machine learning. 
Geeksforgeeks. https://www.geeksforgeeks.org/support-vector-
machine-in-machine-learning/ 

[58] Soni, A. (2020). Advantages and disadvantages of KNN. Medium. 
https://medium.com/@anuuz.soni/advantages-and-disadvantages-of-
knn-ee06599b9336 

[59] Aspiring Youths. (2023). Advantages and disadvantages of 
convolutional neural network (CNN). AspiringYouths. 
https://aspiringyouths.com/advantages-disadvantages/convolutional-
neural-network-cnn/#google_vignette

 

2023 IEEE International Conference on Computing (ICOCO)

497

2023 IEEE International Conference on Computing (ICOCO)

513
Authorized licensed use limited to: UNIVERSITY MALAYSIA SARAWAK. Downloaded on January 25,2024 at 11:28:39 UTC from IEEE Xplore.  Restrictions apply. 


