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ABSTRACT 

 

Supply risk is caused by interruptions to the flow of product in a supply chain whether it is economic, 

environmental, political, or ethical. These temporary events may cause a decrease in a supply chain’s 

performance in terms of inventory costs, production process, flexibility, and responsiveness. Despite these 

events faced by companies in the past few years, the consideration of the digital implementation in supply 

risk strategies is still not significant. This may be due to lack of budget and needing additional guidance to 

transition to more advanced technologies. For these purposes, a web scraping program is developed to 

identify the supply risks caused by these temporary events. It is a low-cost solution for the temporary events 

to be evaluated so that the risks can be detected in real-time for better decision-making. The important 

aspects for the temporary events are collected such as the date, description, title and link. The significance 

of the extracted output is evaluated with the topic modelling algorithm (LDA model algorithm) for the 

purpose of predictive supply risk. By collecting data from news sites, this system is aimed to provide data 

for predictive modelling so it can be used to detect patterns in supply risks to create and predict the 

probability of a temporary event occurring in the future. 
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ABSTRAK 

 

Risiko pembekalan disebabkan oleh gangguan kepada aliran produk dalam rantaian pembekalan 

sama ada ekonomi, alam sekitar, politik atau etika. Peristiwa sementara ini boleh menyebabkan penurunan 

dalam prestasi rantaian pembekalan dari segi kos inventori, proses pengeluaran, fleksibiliti dan responsif. 

Walaupun peristiwa ini dihadapi oleh syarikat dalam beberapa tahun kebelakangan ini, pertimbangan 

pelaksanaan digital dalam strategi risiko pembekalan masih tidak digunakan secara meluas. Ini mungkin 

disebabkan oleh kekurangan belanjawan dan syarikat memerlukan panduan tambahan untuk beralih kepada 

teknologi yang lebih maju. Untuk tujuan ini, program web scraping dibangunkan untuk mengenal pasti 

risiko pembekalan yang disebabkan oleh peristiwa sementara ini. Ia adalah penyelesaian kos rendah untuk 

peristiwa sementara untuk dinilai supaya risiko dapat dikesan dalam masa nyata untuk membuat keputusan 

yang lebih baik. Aspek penting bagi acara sementara dikumpul seperti tarikh, penghuraian, tajuk dan pautan. 

Kepentingan data yang diekstrak dinilai dengan algoritma pemodelan topik (LDA model algorithm) untuk 

tujuan risiko bekalan ramalan. Dengan mengumpul data daripada laman berita, sistem ini bertujuan untuk 

menyediakan data untuk pemodelan ramalan supaya ia boleh dilakukan untuk mengesan corak dalam risiko 

pembekalan untuk mencipta dan meramalkan kebarangkalian peristiwa sementara yang akan berlaku pada 

masa hadapan. 
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CHAPTER 1 : INTRODUCTION 

1.1 Background 

Supply risk is caused by interruptions to the flow of product in a supply chain whether 

it is economic, environmental, political, or ethical. These interruptions are temporary events 

which may cause a decrease in a supply chain’s performance in terms of inventory costs, 

production process, flexibility, and responsiveness (Avelar-Sosa et al., 2014). According to 

Jabil, disruptive events such as Covid-19 has affected 78% of the supply chains surveyed, 46% 

for Geopolitical and Trade Instability and 35% for Natural Disasters (Jabil, 2022). 

Despite the temporary events faced in the past few years, only less than 27% of 

company manufacturers have implemented digital transformation plans such as automation, 

artificial intelligence, and robotics to face supply chain challenges. The consideration of the 

digital implementation in supply risk strategies is still less than 37%. This may be due to lack 

of budget and needing additional guidance to transition to more advanced technologies (Jabil, 

2022). 

Meanwhile, data collection techniques such as web scraping help to identify supply risks 

caused by these temporary events. It is a low-cost solution for these temporary events to be 

evaluated so that the risks can be detected in real-time for better decision-making. By collecting 

data from websites, predictive modelling can be done to detect patterns in supply risks to create 

and predict the probability of a disruptive event occurring in the future (Fan et al., 2015). 
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1.2 Problem statement  

Along with the rise in supply demands, the probability where supply risk occurring due to 

external factors such as economic, environmental, political, ethical factors and more is 

significant. According to Jabil, disruptive events such as Covid-19 have affected 78% of the 

supply chains surveyed, 46% for Geopolitical and Trade Instability and 35% for Natural 

Disasters (Jabil, 2022).  

Supply disruption, price fluctuations and incidents from these factors create quality 

problems, accountability, and reputational issues for businesses. The increase in supply risk 

faced by these companies is the reason why frequent update of important information that 

affects their supply flow is needed. Meanwhile, the supply chains’ decision-makers that rated 

their predictive supply chain “excellent” facing Covid-19 are of only 17% (Ng, n.d.). This is 

because most companies are not ready to have supply risk management as a long-term 

implementation, due to budget and lack of support to incorporate advanced technologies.  

Features like automated web data scraping help to identify risks caused by temporary events 

and in turn enhances supply operations. The aim of this project is to provide a low-cost solution 

for these disruptive events to be evaluated so that the risks can be detected early for companies 

to potentially make better decisions. 

1.3 Scope  

This project aims to propose a suitable web scraping program to collect data on temporary 

events and categorize the data for supply risk that could interrupt a company’s supply 

management. The temporary events include natural disasters, dangerous incidents, geopolitical 

activity, port disruption and more.  
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Research will be done to choose a web scraping tool suitable to create a web scraping 

program for this project. Then, the scraped data from the web scraping program output will be 

tested to see the significance of use in predictive modelling for supply risk detection. By the 

end of the project, the web scraping program would be done to ensure the related temporary 

events can be extracted.  

The main data source for this project would be reliable sources such as news and media 

sites. The program would have a simple interface and the selected data scraping attributes are 

for the use of cataloguing the temporary events in corresponding to running data analytics for 

the use of predictive supply risk.  

1.4 Objectives  

1. Develop a robust web scraping program capable of efficiently collecting data from 

selected news sites to identify temporary events that may cause supply chain risk. 

2. To apply the Latent Dirichlet Allocation (LDA) model algorithm to evaluate the 

significance of the extracted data. 

3. To evaluate the effectiveness of the developed system for predictive modelling of 

supply chain risks. 

1.5 Methodology  

Objective 1 involves in designing and implementing a scalable and automated system that 

can extract relevant information specifically date, description, title, and link. The methodology 

used for this project is agile software development because the project size is not considered 

large and the focus is to constantly optimize, predict possible errors and do testing to meet the 

specified needs of the project. The benefit of this method is the flexibility to change the system 

requirements as they change throughout the development process. The processes are 
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Requirements Analysis, Design, Coding and Testing. Next, objective 2 entails in implementing 

the LDA algorithm, conducting topic modelling analysis, and assessing the significance of the 

scraping output. Lastly, objective 3 involves evaluating the effectiveness of the developed 

system for predictive modelling of supply chain risks. For this objective, a user focused review 

is done to evaluate the developed system. Both objective 2 and 3 are involved during the 

Testing process. 

i. Set requirements and analysis 

Research is done on the system requirements needed, strength and weaknesses of the web 

scraping tool (Scrapy) chosen for the project and what can be improved from it to meet the 

project goals. After the information and resources needed for the project are determined, 

analysis is done on what needs to be categorized for the attributes of the temporary events that 

are to be extracted from the web for the project, the system architecture, and usability testing 

method. 

ii. Design 

In this phase, the design requirements needed are decided, such as the programming 

language, tools and libraries that will be needed to support the web scraping activities. The 

design scope such as the main features of the web scraping algorithm are specified, and system 

requirements are added depending on the additional functionalities needed to assess the 

developed system. 

iii. Coding 

After the technical and design requirements are set, the tools and libraries installed will be 

used to conduct the coding. The web scraping algorithm will be developed in units and tested 

to ensure it works according to the design planned.  
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iv. Testing 

After the coding phase is completed, further review and testing are done on the algorithm 

before the deploy to ensure it extracts the required web data for the project and that there are 

no unexpected errors.  The testing will be done on the correctness of the data extracted, to 

ensure that there are no missing data, or duplicate entry.  The testing method will be manual 

testing on smaller samples among the large amounts of web data extracted on the temporary 

events that cause supply risk. Then, the assessment of the scraped output from the developed 

web scraping system is done by using the LDA model algorithm to conduct topic modelling 

analysis and test the significance of the scraped output. Lastly, the effectiveness of the 

developed system is evaluated objectively through a focused review by a user with the related 

expertise. 

1.6 Significance of project  

With the increase of business opportunities along with the demand for global competition, 

companies are more dependent on their inbound and outbound logistics, sourcing large 

volumes of supplies for profit improvement. The rising supply demands increases risk and 

vulnerabilities in supply management and prevention measures are needed to prepare 

businesses for these potential risks. Therefore, this project aims to potentially apply data 

analytics on detecting supply risk, that is, to study the data extraction step of data analytics by 

collecting web data of temporary events that might cause supply risk.  

This project is expected to contribute for data analysts seeking to analyse data on supply 

risk management and needs the related categorised information for it. With this, they can easily 

acquire the data they need from the web without going through extra steps of requesting 

personally or formally from organizations. The efficiency of the web scraping process saves 
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time and resources and may indirectly benefit businesses eventually through the web scraping 

algorithm aimed towards predictive supply risk detection. 

1.7 Expected outcome  

The web scraping system is robust and developed to efficiently collect data on the 

temporary events that cause supply risk from selected news sites. The data extracted is 

categorized for easier analysis and tested to be significant for the use in predictive supply risk 

detection. The developed system is effective for predictive modelling of supply chain risk. 

1.8 Project Schedule 

The project schedule of FYP 1 and FYP 2 is shown in Gantt chart in Appendix A. 

1.9 Project Outline 

 In Chapter 1: Introduction, the overview of the general details of the project is listed. 

The details included are the background, problem statement, project scope, objectives, 

methodology, significance of the project, and expected outcome. 

In Chapter 2: Literature Review, research is done on previously published works on the 

project topic. The research is done to analyze the most suitable project solution and determine 

the proposed system requirements.  

In Chapter 3: Requirement Analysis and Design, the requirements determined in the 

previous chapter will be further discussed in this chapter. Analysis of the requirements is done 

to design the development of the proposed system.  

In Chapter 4: Implementation and Testing, the execution, software, selected tools, and 

testing methods are discussed for the development of the proposed system. 
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In Chapter 5: Conclusion and Future Works, discussion of the challenges faced and 

result findings during the project development is done and what is expected for future 

improvements.
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CHAPTER 2 : LITERATURE REVIEW 

2.1 Introduction 

 Data collection is the most essential process in predictive modeling for risk prediction 

in supply chain management. It is the process to collect information that is reliable to analyze, 

create and build more persuasive and effective analytics or to find solutions to research 

problems. There are multiple ways to collect data, so the data collection method and the web 

scraping techniques are studied. In the case of this project, where the most recent online data 

is required, the existing web scraping tools will be compared and studied by their nature, 

strengths, and weaknesses to select the most suitable data collecting strategy for the project. 

For the evaluation of the scraped output, a suitable predictive modeling technique is needed to 

assess the significance of the data for predictive supply risk detection. Hence, predictive 

modelling techniques that are suitable to assess web scraped news data are selected and 

compared to choose the most suitable one for the project. 

2.2 Review of Existing Data Collection Methods 

 The two main data collection methods are primary data collection methods and 

secondary data collection. The main goal of data collection is to collect information from 

available resources for research to solve problems or make predictions for future trends and 

evaluate possible outcomes. In this project, data collection is needed to make informed supply 

risk decisions for supply chains to ensure quality and integrity is retained for their businesses.  

2.2.1 Primary Data Collection  

Primary data is the raw or unstructured data collected directly from the source. The 

sources can be surveys, interviews, focus groups, and observations. The strength of this data 

collection method is that it is more accurate compared to secondary data and more detailed 
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information that considers actual real-life situations can be obtained. The data is also not 

subjected to personal bias, the user has more control over the information gathered and the data 

is usually more recent. Meanwhile, the weakness of this method Is that it is more expensive, 

time consuming and has higher complexity in collecting (Valcheva, 2021).  

2.2.2 Secondary Data Collection 

Secondary data is data that has been gathered for another purpose but is relevant for 

use. It is usually easily obtained for the public and provides some type of analysis to support 

specific research. Some of the examples are government reports, official statistics, previous 

research, historical data, Google Analytics and Web information. The strength of secondary 

data collection is that is very affordable, time spent in collecting is very little, and helps create 

new findings and patterns from primary data. On the other hand, its weaknesses are that the 

data might not be authentic, further verification is needed to ensure its reliability from other 

sources and the data might be outdated (Formplus Blog, 2022). With this, although the data is 

more readily available, there is a main problem of the data being snapshot for certain points in 

time and the information gathered is very much subject to interpretation which is present with 

a certain bias (Ellram & Tate, 2016).  

2.2.3 Findings of the Review of Data Collection Methods 

In the review of data collection methods, primary data collection method is not as 

efficient for use in this project that requires large amount of data to be extracted. This is because 

the supply risk information that needs to be collected for supply chain management in ideal 

needs a faster and organized option over time for frequent updates of the recent news.  To deal 

with this problem of primary data collection, secondary data collection would be a more 

practical method in gathering data for this project. However, there is a certain limit to secondary 

data collection in terms of reliability in the time the data is collected and its authenticity. To 
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address the shortcomings of this method, collecting data through official news and alert sites 

could reduce the unreliability of the data collected. Hence, web scraping is needed to collect 

large amounts of data efficiently from news websites. 

2.3 Review of Web Scraping Techniques 

Web scraping is the extraction of data from websites, it can be manually done by a user 

or through automated process using a web crawler or bot. The data extracted is normally 

imported into files or spreadsheets. The main goal of web scraping is to transform specific data 

from non-tabular form into a structured and usable format, such as a database or a spreadsheet 

for archival of data and to track its changes.  

2.3.1 Manual Web Scraping 

Web scraping through manually copy-and-pasting data from websites can be done with 

a spreadsheet to keep track of the extracted data. The advantage of this technique is that it is 

cheaper in terms of resources and spendings, there is no need to acquire new sets of skills to 

perform the scraping and there are less restrictions on the websites we can access to collect the 

data from. However, if a human operator must be hired for the manual task, then it will be more 

expensive in the long run. On the other hand, the fact that there are human errors and that it is 

the slowest method is a constant downside for this technique. With this project, the human 

operator will have to manually collect large amounts of the related data for a more accurate 

data analysis for the predictive supply risk model.  

2.3.2 Automated Web Scraping 

Automated web scraping typically involves the use of software or scripts to retrieve 

unstructured data from the web and save it as structured data for further analysis. After 

identifying the website to scrape, web scraping tools or libraries are chosen to run the scraping 

process. For this technique, it is essential to inspect the HTML structure of the website to 
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identify the specific HTML elements such as the tags, classes and id of the data that is to be 

extracted. This is for the web scraping tool or code to locate the specific HTML element and 

extract the data. Depending on the website layout, the automated scraping would have to be 

able to handle the dynamic content of the website, anti-scraping measures or paginations. 

Besides that, there is a need to monitor and maintain the web scraping code if the website were 

to change their structure or implement updates. With this, automated web scraping would be 

the more suitable choice to meet the project’s needs. 

2.4 Comparison of Web Scraping Tools and Libraries 

There are several web scraping tools and Python libraries for web scraping that 

simplifies the web scraping process. In this section, the existing web scraping tools and libraries 

will be compared to evaluate the suitable solution for this project. 

2.4.1 OctoParse 

 An automated web scraping tool that cuts down time and costs would be an existing 

web scraping software like OctoParse which is one of the best web scraping tools on the market. 

The strength of this tool is that it is easy to learn, has a simple interface, and can fulfill the 

needs of the shortcomings of the manual copy-and-paste method. With no coding needed, 

inexperienced users would be able to easily run and extract data from websites by using 

Octoparse. It has a fast-scraping speed due to its ability to schedule scraping tasks and the data 

can be saved in cloud platform (Octoparse, 2022). On the other hand, the weakness of this tool 

is that it can be very pricy according to the features and plans offered to meet the scalability of 

the project. The free Octoparse plan has limited functions where it does not include the task 

scheduling feature and only allows up to 2 concurrent local runs with 10,000 records per export 

(Octoparse, n.d.). To meet the project’s requirements, the professional plan would be the 

minimum bar of the subscription to run the project efficiently which is $249 monthly. Adding 


