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Abstract 

 Machine learning is widely used in predicting the stock prices. A stock market trade is 

an activity that requires investors to obtain accurate and timely information in order to make 

informed decisions. Due to the large number of stocks that are traded on a stock exchange, a 

variety of factors are considered in the decision-making process. In addition, it is also difficult 

to predict the behaviour of stock prices due to the uncertainty associated with them. There have 

been a number of studies conducted on the topic of forecasting stock values using machine 

learning. Hence, in this study, an Artificial Neural Network model is proposed as a machine 

learning algorithm for forecasting stock prices. This study utilizes the daily stock prices of 

Apple Inc. and Microsoft Corp gathered from the NASDAQ stock exchange. The processed 

data are then evaluated using the Root Mean Square Error (RMSE) and Absolute Error to 

analyse the performance of the model proposed.  
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Abstrak 

Machine learning digunakan secara meluas dalam meramalkan harga saham. Pasaran saham 

ialah aktiviti yang memerlukan pelabur mendapatkan maklumat yang betul dan tepat pada 

masanya untuk membuat keputusan yang sewajarnya. Oleh kerana bilangan saham yang 

banyak didagangkan di bursa saham, pelbagai faktor perlu dititikberatkan dalam sebelum 

membuat keputusan berkaitan pelaburan. Selain itu, gerak-geri harga saham juga turut sukar 

untuk diramal kerana sifatnya yang tidak jelas. Terdapat beberapa kajian yang telah dijalankan 

berkaitan dengan topik peramalan nilai stok menggunakan machine learning. Oleh yang 

demikian, model Artificial Neural Network telah dicadangkan sebagai algoritma machine 

learning untuk meramalkan harga saham dalam kajian ini. Kajian ini menggunakan harga 

saham harian Apple Inc. dan Microsoft Corp yang didapatakan dari bursa saham NASDAQ. 

Data yang diproses kemudiannya dinilai menggunakan Root Mean Square Error (RMSE) dan 

Absolute Error untuk menganalisis prestasi model yang diusulkan. 
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Chapter 1: Introduction 

1.1 Introduction 

 A stock price represents the cost of acquiring one share of a company and is subject to 

daily fluctuations driven by market forces. These changes in share prices are influenced by the 

balance between supply and demand. When there is a higher demand for a stock compared to 

its supply, the price tends to rise. Conversely, if there is more supply than demand, as more 

investors want to sell the stock than buy it, the price tends to decrease. Consequently, the stock 

market is recognised for its dynamic and non-linear nature. Predicting stock prices has 

historically posed a significant challenge for business analysts and researchers (Roondiwala et 

al., 2015). Investors find the prediction of stock prices intriguing, as it aids them in making 

profitable investment decisions by providing insights into future market conditions. Given that 

the stock market involves time series data, researchers have extensively investigated and 

proposed various models for its analysis (Ghosh et al., 2019). Although many papers have been 

published on nonlinear statistical modelling of stock prices, most studies require the 

specification of a nonlinear model prior to estimation (Gurjar et al., 2018). Considering the 

nature of the stock market, Artificial Neural Networks (ANNs) have emerged as a more suitable 

method for capturing the complex relationship between a stock's performance and its 

determining factors compared to other statistical methods (Gurjar et al., 2018). Previous 

research has utilised different sets of input variables to forecast stock returns, ranging from 

individual time series data to incorporating heterogeneous market data and macroeconomic 

variables. The identification of nonlinear patterns in stock market index returns has directed 

researchers' attention towards the nonlinear prediction of stock prices. A study by Rasel et al. 

demonstrates that the Artificial Neural Network model outperforms other models such as 

Support Vector Machine (SVM) and Logistic Regression (LR) in terms of higher accuracy 

when using multiple attributes, including date as a special attribute, followed by regular 

attributes like open price, high price, low price, and close price (2015). Therefore, this project 
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aims to employ the machine learning technique of Artificial Neural Networks to forecast stock 

prices. Section 1.2 addresses the problem statement, Section 1.3 discusses the project's scope, 

Section 1.4 outlines the aims and objectives, Section 1.5 describes the methodology, Section 

1.6 emphasizes the significance of the project, Section 1.7 presents the project schedule, and 

Section 1.8 highlights the expected project outcome. 

 

1.2 Problem Statement 

 The phrase "buy low, sell high" is relatable to investors, but it does not provide 

sufficient context for making actual investment decisions. Before investing in stocks, an 

investor must understand how the stock market operates. Investing in good stock at the wrong 

time can be devastating, whereas purchasing a mediocre stock at the right moment can be 

profitable. Today’s financial investors are struggling with trading issues since they are unable 

to determine which stocks to buy or sell to earn excellent profit due to many factors affecting 

the stock price such as inflation, exchange rate and political affairs across the globe. Without a 

proper strategic approach to the market, investors tend to lose money in the long run. A positive 

rate of return can be achieved if an efficient algorithm can be designed to forecast the stock 

price since the data in stock price analysis is huge and non-linear. In addition, the efficient 

algorithm must be able to handle the data variation to analyse the hidden patterns and 

relationships within the data. Compared with previous approaches, machine learning technique 

has shown to increase efficiency by 60% to 80% in this field (Vijh et al., 2020). ANNs are 

capable of identifying hidden features through self-learning process which can be used to 

discover patterns and relationships in a huge data set. ANNs have acquired widespread 

recognition due to their abilities to solve complex problems, identify non-linear patterns 

between data that are notoriously hard to model using traditional techniques, ability to 

generalise and learn, adaptability, universal function approximation and parallel data 



3 
 

processing (Wanjawa & Muchemi, 2014). ANNs consists of three layers which are input layer, 

hidden layers, and output layer (Moghar & Hamiche, 2020). Therefore, artificial neural 

networks-machine learning method is used widely to predict stock prices as investing is 

becoming more crucial in the financial market to outpace inflation as well as having the 

potential for healthy long-term returns. 

 

1.3 Scope 

 The primary objective of this project is to model and assess the effectiveness of artificial 

neural network (ANN) models for predicting stock prices on companies listed in the United 

States stock exchange. The dataset used for analysis will comprise daily stock market 

information, including the opening price, closing price, low price, high price, and previous 

close price. To evaluate the performance of the ANN models, a five-year dataset will be 

gathered and analysed. The data will be collected from Yahoo Finance, specifically focusing 

on stocks from Apple Inc. (AAPL) and Microsoft Corporation (MSFT). 

 

1.4 Aims and Objectives  

 The aim of this project is to forecast stock prices by using artificial neural networks 

on stocks listed on the US stock exchange. The objectives of this project are as follows: 

• To collect data on a number of public listed companies on the US stock market. 

• To explore a popular machine learning method called Artificial Neural Network for 

forecasting stock prices.  

• To validate the forecasting accuracy using artificial neural network model based on 

various performance metrics. 
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1.5 Methodology 

 

Figure 1.1 Framework of the study. 

 

Phase 1: Data Collection and Pre-processing 

 To conduct this project, an initial dataset containing historical stock prices will be 

acquired. During this stage, data from the selected companies will be collected, spanning a 

period of five years. Several essential indicators can be employed to identify fluctuations in 

stock prices, such as the initial stock price, the final stock price, the lowest price observed 

during the day, the highest price observed during the day, and the total trading volume of shares 

for that day (Nivethitha et al., 2019).  

 The subsequent stage is a crucial aspect of this project which is data pre-processing. It 

is essential to ensure accurate results by addressing issues that may arise from improper data 

collection methods, such as out-of-range values and missing data. Therefore, it is important to 

examine the representation and quality of the data before conducting any analysis. Data pre-

processing encompasses various steps, including data cleaning, feature selection, and data 

splitting. Data cleaning involves identifying and resolving problems such as missing values, 

inconsistencies, and errors in the dataset, improving its overall quality and reliability. Data 

splitting involves dividing the dataset into two subsets, a training set and a testing set. The 

training set is used to train the model, while the testing set is used to evaluate its performance 
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on unseen data. This separation ensures an unbiased assessment of the model's generalisation 

ability. Additionally, feature selection techniques are employed to identify the most relevant 

and informative features from the dataset. By reducing the dimensionality and focusing on key 

features, the model's performance and interpretability are improved, while minimising the 

impact of noise and redundancy. 

Phase 2: Modelling ANN 

 During modelling ANN phase, the project focuses on creating an accurate and reliable 

predictive model. The chosen model for this project is an ANN, a versatile and powerful 

algorithm known for capturing complex patterns in data. Through iterative training, the ANN 

learns from the training data, adjusting its internal parameters to minimise prediction errors 

and optimise performance. After training the ANN model with the chosen features and the 

training dataset, its performance is assessed using the testing set. Throughout the modelling 

phase, iterative experimentation and fine-tuning may occur to optimise the ANN model's 

performance. This may involve adjusting hyperparameters, exploring different architectures, 

or employing regularization techniques to prevent overfitting.  

Phase 3: Model Performance Evaluation. 

 The performance evaluation phase of this project involves the assessment of the 

developed predictive model's effectiveness and accuracy. Model evaluation focuses on 

measuring the predictive performance using specific evaluation metrics. In this project, the 

chosen metrics are Root Mean Squared Error (RMSE) and absolute error. RMSE is widely 

used in stock prediction tasks and represents the average magnitude of prediction errors. A 

lower RMSE indicates better prediction accuracy. Additionally, absolute error is used to assess 

the magnitude of prediction errors without considering their direction. During the interpretation 

phase, the evaluation metrics are analysed to gain insights into the model's performance. The 
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aim is to understand the strengths and weaknesses, identify patterns or biases in the prediction 

errors, and assess the model's predictive power. Furthermore, the model's performance can be 

compared with other models or benchmarks to evaluate its relative effectiveness. This 

comparison helps determine whether the model outperforms existing approaches or provides 

competitive results. 

1.6 Significance of Project 

 The benefits that could be gained from this study of stock market forecasting is that it 

significantly increases the chances of making profit. Before knowing how to predict, investors 

frequently commit the mistake of not doing their analysis appropriately, which results in 

incorrect predictions. As a result, they invest their money in stocks based on gut instincts or 

random guesses in the hope that the prices move in their favours. However, most of the time, 

they end up incurring losses. After mastering the proper prediction strategies and applying them 

effectively, one can minimize losses. Making well-informed decisions by using reliable stock 

market prediction strategies can substantially increases their profits. For instance, investors can 

visualise the data produced by ANNs model which can help them gain better understanding of 

the underlying trends and patterns in the data. It is particularly useful for ordinary investors 

who are less familiar with the technical details of artificial neural networks, as it makes 

understanding the model's predictions easier. 

 Besides, stock price forecasts are closely related to economic forecasts as stock prices 

are often used as indicators of the health of an economy. Furthermore, economic forecasting 

can be used to anticipate future policy decisions, such as changes in interest rates, government 

spending, and taxes, which may affect stock prices. By analysing stock prices, economists and 

analysts can gain insight into the overall economic situation, such as the level of economic 

growth, inflation, and employment.   
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1.7 Project Schedule 

Figure 1.2 shows the Gantt Chart for final year project 1. 

 

Figure 1.2: Gantt Chart of FYP1. 
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Figure 1.3 shows the Gantt chart of final year project 2. 

 

Figure 1.3: Gantt Chart of FYP2. 
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1.8 Expected Outcome 

 By the end of this project, the developed ANN model is able to help investors to make 

smart investment decisions based on the stock price forecast. Reliable stock price forecasts can 

aid investors in achieving consistency in terms of return on investment (ROI) over the long 

term.  

 

1.9 Summary 

 As analysts and investors attempt to outperform the market, the use of neural networks 

to predict stock market prices will continue to be an important topic of study. The main 

objective is to improve the investment's yield. Studies has previously demonstrated that 

evaluating the return on investment in stock market using any of the fundamental methods is a 

difficult, costly, and time-consuming as it involves gathering and analysing financial data from 

a variety of sources, including financial statements, annual reports, and these data should be 

reviewed as well as understood by the analysts to perform a comprehensive fundamental 

analysis. Hence, researchers are encouraged to develop efficient approaches to forecast future 

stock prices. Studies have shown that if the ANN model is trained with a larger set of input 

data, it will produce more accurate forecast prices. Therefore, with the proposed ANNs model, 

we can achieve our goal by generating more accurate predictions as we train the model over 

time, providing us with more accurate prediction prices.  
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Chapter 2: Literature Review 

2.1 Introduction 

 Literature review is the most important chapter that act as supporting materials to this 

research work. Besides acting as a supporting material, this chapter also include an overview 

and summary of previous research that are related to this research work, which is forecasting 

stock prices. Through this chapter, the details of stock price and how it works will be discussed. 

In addition, the different types of machine learning will be elaborated as well. Some literature 

reviews of previous research are studied and compared in the following section of this chapter. 

2.2 Stock Trading 

 A stock is a financial token that signifies a fractional ownership interest in a company. 

Each stock has its own value which depends on the company’s worth. When an individual 

purchases shares of a firm's stock, he is purchasing a small portion of that company. Investors 

who purchase the stock in companies believe that the stock value will rise in the future 

subsequently can be sold for a profit. An individual who owns stock in a company is called a 

shareholder as he receives a share of the company’s profit.  

 Companies offer their shares to the public as a means of generating funds. In today's 

stock market, the value of a company is often determined based on its future potential earnings. 

Consequently, even relatively small companies have the potential to amass significant profits 

if investors believe in their future success. To facilitate the sale of shares, companies require a 

platform known as the stock exchange. By conducting an initial public offering (IPO) on an 

exchange, companies transition from being privately owned to becoming publicly traded 

entities. An IPO allows company founders to either sell their ownership stakes or raise 

additional capital. Once a company's stocks are listed on an exchange, they can be traded by 

the general public. Price fluctuations are typically influenced by public sentiment, but more 

substantial trends are usually linked to a company's earnings and operational performance. 


