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ABSTRACT 

Driving involves a wide range of complex operations and the coordination of multiple 

senses, making it a task that requires utmost attention and focus. Various factors, such as 

cell phone use, adjusted audio equipment, smoking, consumed food and drinks, conversed 

with passengers, or experienced fatigue, distracted drivers and jeopardized their safety, 

resulting in car collisions and injuries. The rising prevalence of distracted driving poses 

significant risks to road safety, leading to increased accidents and fatalities. Various 

studies explore different approaches to detect driver distraction, from traditional machine 

learning to advanced deep learning. Deep learning, especially CNN-based methods, show 

better accuracy and real-time performance. In this project, a lightweight deep learning 

detection model based on MobileNetV2 was proposed to address the detection of 

distracted driver actions without causing discomfort to the driver, as some current 

technologies involve wearing sensors that can be uncomfortable. The proposed model 

was enhanced by incorporating attention mechanisms like the SE module. The model was 

trained and tested using the American University in Cairo (AUC) distracted driver 

dataset, which encompassed 10 distraction categories. Techniques like hyperparameter 

tuning, data augmentation, and class weighting were utilized to optimize the model, 

achieving an impressive accuracy of 93% with the configuration of batch size 32, learning 

rate 0.0001, 21 epochs.  Evaluation metrics, including confusion matrix, FPS, accuracy, 

precision, recall, and F1 score, were employed to assess the effectiveness of the model. 

Additionally, the proposed method was compared to MobileNetV2 model and other 

existing architectures in terms of accuracy and parameters. It outperformed unmodified 

deep learning models and maintained a balance between accuracy and parameter 

utilization, while some other modified models perform slightly better. The proposed 

method exhibiting promising potential in accurately detecting distracted drivers with 

efficiency. 
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CHAPTER 1  

 

INTRODUCTION 

1.1 Background 

According to World Health Organization’s estimation, a significant number of 

individuals, ranging from 30 to 50 million, sustain injuries and approximately 1.3 million 

individuals succumb to fatalities as a result of traffic accidents annually [1]. While there 

are various factors that contribute to these statistics, distracted driving is considered a 

primary contributing factor. The National Highway Traffic Safety Administration 

(NHTSA) defines distracted driving as any behaviour that shift concentration away from 

the act of driving, such as utilizing electronic devices, consuming food or beverages, 

engaging in conversations with passengers, manipulating in-vehicle technology, or 

engaging in any other activities [2].  

 

1.1.1 Types of Distraction  

Driver distraction can manifest in three forms: visual, manual, and cognitive 

distractions, where visual distractions have involved diverting one's gaze from the road, 

manual distractions have involved disengaging one's hands from the steering wheel, and 

cognitive distractions have involved not being mentally focused on the task of driving. 

[3].   

Visual distractions happen for a variety of reasons, such as looking at a phone, 

adjusting the radio, or even looking at something outside the vehicle. Visual distraction 

is particularly dangerous because it can cause a driver to miss important visual cues, such 

as traffic signals, pedestrians, or other vehicles. 

Manual distraction happens when a driver disengaging one's hands from the 

steering wheel. This can happen for a variety of reasons, such as reaching for an object, 

eating, or even changing the radio station [4]. Manual distraction is dangerous because it 

can cause a driver to lose control of the vehicle. Drivers are now exposed to extra 

distraction-inducing variables thanks to the widespread use of on-board devices like smart 
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phones and navigation systems. Several top automobile manufacturers, such as 

Bayerische Motoren Werke, Mercedes-Benz, Ford, Toyota have integrated advanced 

infotainment, control interfaces, and display systems into their cars. However, 

manipulating these in-car features while driving can cause significant distractions that 

may lead to traffic incidents. [5] 

Cognitive distractions can be defined as not being involved mentally concentrated 

on the task of driving [6]. This can happen for a variety of reasons such as having an 

intense conversation, being preoccupied with personal problems, daydreaming, or even 

feeling stressed or tired. This type of distraction can be particularly dangerous as it can 

cause a driver to miss important visual cues or not react quickly in an emergency. 

In our fast-paced world, driver distractions have become a critical concern, 

contributing to numerous accidents and endangering lives on the road. Identifying and 

mitigating distractions while driving has been a significant challenge for traditional 

methods, which often rely on manual assessment or limited sensor-based approaches. 

However, the advent of deep learning has opened new avenues to tackle this pressing 

issue effectively. 

 

1.1.2 Deep Learning 

Deep learning is a specialized area of machine learning that utilizes neural 

networks for studying and resolving difficult problems. It is based on the idea that 

machines can learn to perform tasks by analysing large amounts of data and finding 

patterns, without being explicitly programmed to do so. This allows deep learning 

algorithms to learn and improve over time, making them highly adaptable and able to 

handle a wide range of tasks.  

Deep learning is particularly effective at handling large amounts of data, such as 

images, videos, and audio. It is a technology that can be applied to a wide range of tasks 

such as forecasting, speech recognition, image identification, and natural language 

understanding. One of the significant advantages of deep learning is its ability to learn 

and adapt without human supervision, which makes it ideal for tasks that are too complex 

for humans to perform manually.  

Deep learning algorithms utilize artificial neural networks as their foundation. 

These neural networks are modelled after the human brain and consist of layers of 

interconnected nodes designed to identify features within data. Each layer within the 
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neural network is capable for recognizing a distinct level of abstraction, such as edges, 

shapes, and objects, in the data [7].  

Convolutional neural networks (CNN), recurrent neural networks (RNN), and 

feedforward neural networks (FNN), are the types of deep learning methods. Each type 

is optimized for a specific task and has its own unique characteristics and uses. 

Convolutional neural networks are intended to process and analyse images, and they are 

frequently employed for tasks including image segmentation, object recognition, and 

classification. [8] Recurrent neural networks are frequently employed for applications 

like speech recognition and natural language processing because they are built to handle 

sequential input, such as time series and natural language. [9].  

 

1.1.3 Convolutional Neural Network  

An example of deep learning algorithm is Convolutional Neural Networks 

(CNNs) which are specialized type of neural network that are specifically designed for 

image processing and recognition. These networks are made up of several layers of 

interconnected nodes, each layer tasked with identifying increasingly complex 

characteristics in the input data. The input layer, also known as the convolutional layer, 

receives the raw image and passes it through a series of operations such as convolution, 

pooling and activation functions. These layers use filters to convolve over the input data, 

identifying important features and reducing the dimensionality of the data. The final 

layers, known as fully connected layers, use the extracted features to make predictions 

about the input image [10] 

Inception [11], ResNet [12], DenseNet[13], and AlexNet [14], among others, have 

all been suggested in recent years as solutions to issues like image classification and 

recognition. CNNs have the ability to learn and identify important features from images 

which is one of the main advantages of using this type of neural network for image 

processing tasks, rather than relying on hand-engineered features as in traditional machine 

learning approaches. These techniques are capable of analyse features from photos and 

classifying them with them. Because of its ability to handle massive data and extract 

knowledge from complicated systems, deep learning (DL) is essential to the distracted 

driving system [15]. In order to get the optimal result, DL searches for the network 

elements or features in relation to the input data by imitating how the human brain works 

[16].  
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Deep learning approaches have recently gained significant attention for visual 

interpretation tasks and have proven to perform exceptionally well. Particularly in image 

identification applications, the convolutional neural network (CNN) algorithm has made 

tremendous development. However, designing the optimal CNN architecture remains a 

challenging task, leading to the development of various architectures such as GoogLeNet 

(also known as Inception), AlexNet, VGGNet, and the most recent, the deep residual 

network (ResNet).  

Recently, there has been a lot of research interest in developing a system that can 

classify reckless driving in order to reduce accidents and improve safety on the road. The 

design of a distraction detection algorithm with the potential to be used in actual vehicles 

with less processing time is what inspired this study. This paper focuses on d the driver 

activities detector based on a simple and efficient Convolutional Neural Network. 

 

1.2 Problem Statement 

The increasing prevalence of distracted driving poses a significant risk to road 

safety, leading to a rise in accidents and fatalities as driving involves complicated 

manipulations and the coordination of numerous senses. Several things can have an 

impact on the driver, including using a cell phone, adjusting audio equipment, smoking, 

drinking, eating, conversing with a passenger, or being sleepy. Therefore, it becomes vital 

to create driver assistance applications to lower hazards and provide early warning of 

distracted driving. 

There is currently an ongoing development of diverse wearable technologies that 

incorporate integrated sensors with the purpose of monitoring the driver's physiological 

state, including electroencephalogram and electrocardiogram. It is worth noting that while 

this method has demonstrated higher reliability in contrast to behavioural and visual 

approaches, it is essential to highlight that these devices have the potential to cause 

discomfort such as restricted movement. Besides, this method can be susceptible to 

interference caused by bodily phenomena such as direct contact with the skin may lead 

to heat and increased sweating, causing distraction for the driver. [17].  

Furthermore, researchers have created a variety of methods for the recognition of 

distracted driving behaviour based on deep learning during the past few decades. 

However, the cost of computing is seen as a challenge for model edge-oriented migration. 

Although the complexity of the model has been greatly decreased throughout the years of 
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research, but compared to mobile phones, most automobiles' onboard electronics have 

significantly less powerful microcontrollers.  

This project focuses on two main problems. The first problem arises from the 

inability to deploy trained models from traditional networks on edge devices due to the 

architecture's large number of parameters and the associated computation costs. The 

second issue pertains to the relatively lower accuracy of lightweight networks, even 

though they are suitable for deployment on edge devices. Parameters in neural networks 

are internal variables that the model learns and optimizes during training to make accurate 

predictions, and the parameter count determines the model's complexity and capacity to 

learn from data. 

As a result, it is essential that assistant technologies to detects inattentive drivers 

be created. The model must also be compact, efficient, fast processing time due to its 

limited and restricted processing power of the edge devices in the car which based on a 

lightweight deep learning model which refers to the processes of condensing CNN models 

into smaller ones that yet deliver equivalent performance to the original models. 

The MobileNetV2 network has been determined as an optimal choice for this 

application as it possesses a balance of low parameter count and a sufficient level of 

accuracy as shown in Table 1.1. With a total of 3,500,000 parameters which has 

advantages like faster training, lower memory usage, reduced overfitting and the ability 

to distinguish between 1000 different classifiers, the MobileNetV2 network is a 

lightweight network that is sufficiently robust to handle the AUC Distracted Driver 

Dataset. 
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Table 1.1: Convolutional Neural Network Comparison 

Deep Neural Network Parameters Accuracy Size (MB) 

Classification 

(Class)  
Dataset Application 

AlexNet 60,000,000 80.30% 240 1000 ImageNet Image Recognition 

GoogLeNet 4,000,000 93.33% NA 1000 ImageNet Image Recognition 

VGG-16 134,000,000 92.70% 528 1000 ImageNet Image Recognition 

VGG-19 143,700,000 90.00% 549 1000 ImageNet Image Recognition 

MobileNetV1 4,200,000 70.60% 16 1000 ImageNet Image Recognition 

MobileNetV2 3,500,000 72.00% 14 1000 ImageNet Image Recognition 

MobileNetV3-Small 2,500,000 67.40% N/A 1000 ImageNet Image Recognition 

MobileNetv3-Large 5,400,000 75.20% N/A 1000 ImageNet Image Recognition 
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1.3 Objectives 

This project aims to propose an approach to detect distracted driver. The following 

goals must be attained in order for this project to achieve its intended goal: 

1. To propose a deep learning lightweight model based on MobileNetV2 for the 

identification of distracted driver actions. 

2. To optimise the performance of the proposed model that builds upon the 

MobileNetV2. 

3. To compare the accuracy and processing time of the proposed method with other 

architecture. 

 

1.4 Project Significance  

Based on the problem stated in problem statement which is the high model 

complexity although results in higher accuracy, but it not applicable for real time 

application. On the other hand, lightweight networks have relatively low accuracy which 

might produce some false alert. To address this problem, the proposed method aims to 

improve the performance of deep learning model by adding “Squeeze and Excitation (SE) 

block” and modifying the layers of MobileNetV2. The algorithm utilizes the 

MobileNetV2, a convolutional neural network-based model, to identify patterns of 

distracted driving and caution driver to refocus on the road with satisfy accuracy and 

increase the processing time.  The reason MobileNetV2 is used because of it is a light 

weighted architecture and it is designed for mobile and embedded devices which could 

be a potential to be used in actual vehicles with less processing time. Besides, the America 

University in Cairo (AUC) dataset is used to training the model. The dataset contains 31 

drivers of various genders and races from seven different nations which is a significant 

advantage over other datasets. 

 

1.5 Report Organisation  

Introduction, literature reviews, methodology, results, and discussion, as well as 

conclusion and recommendations, comprise the five chapters of this report. The project's 

background, current reckless driving issues, objectives, problem statement, project 

significance and project outlines are all covered in Chapter 1. The objectives of this 

project explain the goal. The background study related to distracted driving based on deep 

learning is presented in Chapter 2. It reviews the current techniques for detecting 
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distracted driver and the collision system, the various methods that have been employed, 

as well as the findings from earlier studies based on publications in journals, articles, and 

conference papers. The approach taken in this project is covered in Chapter 3. It explains 

the steps taken to implement the algorithm, and a flowchart showing the project's 

workflow is included.  Chapter 4 presents the findings of the training process results, 

where the proposed approach is used on test data, and the outcomes are recorded. The 

project's conclusion, recommendations, and limitations are outlined in Chapter 5. 

 

1.6 Summary 

The problem of detecting distracted driving is crucial due to its impact on road 

safety and the rising number of accidents. Complex deep learning model and wearable 

technologies can help in monitoring driver behaviour, but some limitations exist, 

including computation costs, discomfort, deploying complex models on edge devices and 

achieving high accuracy remain challenges.  A lightweight deep learning-based methods 

have been proposed, aims to create a compact, efficient, and accurate lightweight deep 

learning model, utilizing MobileNetV2, to detect distracted driver behaviours. The 

proposed method improves model performance and uses the AUC Distracted Driver 

Dataset for training. 
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Chapter 2  

 

LITERATURE REVIEW 

2.1 Overview 

 This chapter covers a discussion about a general review of distracted driver 

detection based on machine learning. Both techniques on detecting distracted driver will 

be discussed and compared based on architecture, dataset, accuracy, Frame per second 

(FPS) and other parameters. The previous studies for distracted driver detection to lower 

the car collision cases have been done and discussed in this chapter. The research gap will 

be identified at the end of this chapter. 

 

2.2 Learning Approach 

Various methods can identify distraction signs of the driver, with machine 

learning and deep learning being popular approaches. These subfields of artificial 

intelligence train algorithms to learn from data and make predictions without explicit 

programming. Machine learning focuses on pattern recognition and decision-making, 

categorized into supervised, unsupervised, and reinforcement learning. Deep learning, a 

subset of machine learning, mimics the human brain using artificial neural networks. It 

excels at learning hierarchical representations from complex, unstructured data like 

images, text, and audio. Convolutional Neural Networks (CNNs) are commonly used for 

image recognition tasks. 

 

2.2.1 Machine Learning Approaches 

In this thesis, distracted driving behaviours were effectively identified through the 

analysis of images capturing drivers inside their vehicles [18] . A range of machine learning 

techniques, including naive bayes, decision tree, linear SVM, softmax, and two-layer neural 

network, was thoroughly investigated to accurately classify the images into distinct categories 

representing various forms of distracted activities or safe driving. Furthermore, 

comprehensive discussions were provided on the essential preprocessing steps required for 


