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ABSTRACT Student success is essential for improving the higher education system student outcome. One
way to measure student success is by predicting students’ performance based on their prior academic grades.
Concerning the significance of this area, various predictive models are widely developed and applied to
help the institution identify students at risk of failure. However, building a high-accuracy predictive model
is challenging due to the dataset’s imbalanced nature, which caused biased results. Therefore, this study
aims to review the existing research article by providing a state-of-the-art approach for handling imbalanced
classification in higher education, including the best practices of dataset characteristics, methods, and
comparative analysis of the proposed algorithms, focusing on student grade prediction context problems.
The study also presents the most common balancing methods published from 2015 to 2021 and highlights
their impact on resolving imbalanced classification in three approaches: data-level, algorithm-level, and
hybrid-level. The survey results reveal that the data-level approach using SMOTE oversampling is broadly
applied in determining imbalanced problems for student grade prediction. However, the application of hybrid
and feature selection methods supporting the generalization of the predictive model to boost student grade
prediction performance is generally lacking. Other than that, some of the strengths and weaknesses of the
proposed methods are discussed and summarized for the direction of future research. The outcomes of this
review will guide the professionals, practitioners, and academic researchers in dealing with imbalanced
classification, mainly in the higher education field.

INDEX TERMS Imbalanced classification, prediction model, machine learning, student grade prediction,
education, systematic literature review.

I. INTRODUCTION
Student grade prediction is one of the essential areas that
can determine and monitor student performance in higher
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educational institutions (HEI). This area has gained signifi-
cant attention in the education sector over the years as many
studies have been interested and proven the reliability of stu-
dent grade prediction with many help of the existing machine
learning algorithms to enhance student success [1], [2], [3].
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The aim is to facilitate the educational sector to evaluate the
risk of academic failure and provide feedback to improve stu-
dent outcomes for each semester.With early grade prediction,
the development and progress of students can be assessed
more effectively [4], [5]. Other than that, student grade pre-
diction is also one of the common indicators to determine
student performance success [6]. The high accuracy of stu-
dents’ grade performances is beneficial and helps the HEI
identify the students at risk of failure early in academics.
However, as the student dataset becomes more extensive and
complex, the effects of imbalance distribution on the target
class become higher, which results in poor performance on
the predictive model [7]. Therefore, knowing the imbalanced
classification methods is significant for building an effective
predictive model to improve students’ future teaching and
learning performance.

There have been various published reviews regarding pre-
dicting student academic performances and their relevance,
as presented in TABLE 1. Nevertheless, based on the results,
few studies highlight the algorithm involved in boosting
the predictive model accuracy in predicting student perfor-
mances. Most of the existing surveys were focused on the
machine learning methods and summarized the prominent
findings with interesting future directions on student perfor-
mances, but the review of the algorithm resolving the imbal-
anced dataset was not discussed comprehensively enough.
In this paper, the useful methods to resolve the imbalanced
classification to improve the efficiency of the predictive
model will be discussed in more detail in three different
approaches; data-level, algorithm-level, and hybrid-level.

Therefore, this paper thoroughly reviews and summarizes
the most common methods for addressing imbalanced classi-
fication in the education domain, focusing on improving the
performance of student grade prediction. The contributions of
this comprehensive review are summarized and highlighted
as follows:

1. This SLR analyzes and summarizes the imbalanced clas-
sification methods in detail from three different approaches,
data-level, algorithm-level, and hybrid-level, to improve the
accuracy of predictive models.

2. Provide a taxonomy of current imbalanced classification
methods used for predicting student grades to highlight the
most applied algorithms in the education field that will ease
the professionals, practitioners, and academic researchers to
understand the significance of this technique.

3. A comparative study of existing balancing methods with
their classifiers in both aspects (binary and multi-class) and
accuracy scores more comprehensively that can be used for
future educational research.

4. Provide an overview of the existing evaluation per-
formance metrics applied for an imbalanced classification
problem to improve predictivemodel performances in student
grade prediction.

The rest of the paper is organized as follows. Section II
gives background information to this research for the reader’s
basic understanding. Section III describes the review method

and how the SLR was conducted to formulate the selected
articles’ research questions and search strategy. Section IV
provides data extraction and synthesis of SLR results.
Section V discusses the results of the overall findings.
Section VI discusses the future direction of this research, and
finally, the study is summarized and concluded in SectionVII.

II. IMBALANCED CLASSIFICATION IN STUDENT GRADE
PREDICTION
Data-driven in education is a new trend accelerated by global
changes lately. The knowledge and insightful information
gained from this area provide many advantages that can
improve HEI decision-making. To achieve this, educational
datasets are collected from various online databases and
platforms such as Course Management and Learning Man-
agement Systems (LMS) or known as Moodle, Massive
Open Online Courses (MOOC), Open Course Ware (OCW),
Open Educational Resources (OER), and social media sites
such as Twitter, Facebook, YouTube and Personal Learning
Environments (PLE) [10].

Student grade prediction uses machine learning to predict
the final score to improve student academic performance by
the end of the semester [11]. The aim is to help educators
determine the potential students at risk of low results and
help them overcome their learning difficulties. Hence, iden-
tifying the relevant factors, including student background,
academic information, environmental factors, test scores, and
Grade Point Average (GPA) or Cumulative Grade Point Aver-
age (CGPA), are significant in predicting student perfor-
mance [6]. However, when a tremendous amount of data is
collected and analyzed without being classified in a balanced
way, it becomes a significant problem for predicting students’
grades.

During the training phases of student grade prediction,
imbalanced classification appears when there is an unequal
distribution of instances within the target class in the training
dataset [12], [13]. Most datasets involve binary classifica-
tion consisting of two target outputs: the ‘‘pass’’ class as
the majority and the ‘‘fail’’ class as a minority. In contrast,
some of it comprises more than two different classes, known
as multi-class classification. When one class significantly
outnumbers the class of the other, the training model usu-
ally spends more time processing on the majority classes
than the minority ones, which could be less informative.
Consequently, it usually leads classifiers to become biased
and produce high erroneous. Due to this, many empirical
studies are interested in exploring variousmethods to enhance
student grade prediction performance [14], [15], [16], [17].
However, the methods and algorithms used in dealing with
various class-imbalanced distributions to predict student
grades are not being highlighted and are not comprehensive
enough.

Several approaches have been proposed to handle class
imbalance to improve the prediction model’s performance.
These approaches can be categorized into three levels of
solutions:
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