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Abstract

This paper presents a power optimization for mesh Neteoi®hip (NoC) architecture by using Multilevel Network Partitioning
approach. Power consumption is reducedexividing the large networks into few smaller partitionsisTdpproach assigns excessively
communicated Intellectual Property (IP) cores into the same portion thatthesaoitnimal average inter-core distance. The efficiency of
this methodology is verified throughSystemen-Chip (SoC) application known as Video Object Plan Decoder (VOPD). Expeiame
results show a promising improvement of 16.59% in the power cqaigum
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.. IntroDUCTION

The fast growing complexity irBystemon-Chip (SoC) designs inspires both academic and industrial researchers to
investigate a better solution to solve @mchip communication problem among IP cores. To date, with SoC detigh

have hundreds of IP Cores, implementing on-chip communicasimg shared buses is an impractical solution. To address
this problem, Networken-Chip (NoC) is proposed as an emerging paradigm to provide a bdttgorseo an efficient on-

chip communication infrastructure among the IP sore

Optimizing the power consumption of NoC-based designs has becomemacied with the usage of high speed, complex
ICs in mobile and portable devices [1]. Managing the power does hotawget on the power reduction, but also ensures
that all CUs provide an efficient amount of power to keep the application stabtelele. Meanwhile, power constraints
are among the major bottlenecks that limit functionality and performahcemplex NoC-based designs [2]. Therefore,
several techniques have been proposed to address the high-power dissipdilem grom both circuit and system
perspectives [3,4].

The selection of a network topology and the mapping of CUs applicatiorttydnegact an NoC power consumption [2].
Hence, graph partitioning techniques have been proposed to enhanddd@esetrics including power dissipation [3]. In
[4], a topology generation methodology to minimize the area consumptish of NoCs was proposed. Multilevel
partitioning may further improve NoC performance to fit the desiges®iies, while minimizing the cost.

2. Related Works

Application mapping in NoC is very challenging because of the increasingemurh IP Cores with rich amount of data
exchange [3]. Direct mapping of applications on large SoCs requireptimization of NoC’s cost and performance.
Moreover, SoCs are a combination of multiple networks and each coreasmigcts with a small subset of cores. Network
partitioning de-composes a large system to many smaller subsystempsnize the metrics of interest. The standard of
NoC topologies namely ring, octagon, mesh, and torus were compatezlanated with respect to throughput, average
latency, energy consumption and area in [6], [7]. Various mappingithigs, namely PBB [8], GMAP [8], BMAP [9], and
NMAP [10] were proposed to mapping out any SoC application onto ttaselard totpologies. In [11], a tool called
SUNMAP was introduced to automatically choose the best standard topal@nyfgiven application.
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3. Graph Theory Concept

Graph theory concept is used to represent the topological structure of anynimetamn network. The traffic criteria and
application description are assumed to be statistically analyzed and identified. EhemefpiSoC application could be
described by a traffic distribution graph (TDG) [10], [11]. A TDG describesIP cores in the application as well as the
communication traffic among them. A TDG incorporates of directed graphWh(@here each vertex € C represents a
computational core in the SoC application, and the directed gdg®Wis the communication between computational cores
¢ and ¢ (in terms of the number of packets per time step) as shown in Figure 1.

Figure 1: Traffic Distribution Graph for VOPD [9, 10]

In NoC term, traffic distribution matrixA) is another form of TDG [2]. For n computational cores in a particular SoC
application, the dimension of the matrixrisxn. The weight of the edge;vis represented by;, which is the number of
packets transmitted by computational coréoccomputational core; er time step. For instance, Equation (1) shows the
representation of VOPD application in the traffic distribution matrix form [2]
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4. Problem Formulation

Fidducia-Mattheyses (FM) algorithm is selected due to its outstandingrparfoe over other network partitioning methods
[17]. To formulate the partitioning problem mathematically, n applicatioascare divided into m partitiong,P.., B, The
number of IP cores within any partition, B n. Meanwhile, the total traffic, i, iS in packets/time step. The
communication among all application IP ceie defined as Equation (2) [3]:



/’{/total = iﬂ/l j (2)

For any partition R the overall traffic within the partitioh, in packets/time step, is given by Equation (3) [3]:

n

A=2 A, Yi,] whereg,.c <P, @)

i=1

The overall trafficlioa IS based on the application itself. The intra-partition traffiand the inter-partition traffid, are used
by the FM partitioning scheme. As previously mentioned, the netpantitioning is aimed at minimizing the total traffic
among all partitions. Hence, the overall inter partition traffig,, in packets/time step, is given by Equation (4) [3]:

//zfitr = ng (4)

Every partition generates a set of cut edgespEcified as the subset of E. The weight of each sylg$et,formed to be the
number of vertices mapped to that subset by P. Let TDG as an inputaphepgrrtitioning problem attempts to discover a p-
way partitioning in which each subset consists approximately thgadept number of vertices. Thusqs‘ < M/ p) the

number of cut edgesE|, is minimized [3]. The cut edges constitute the inter processor communicegeded by the
distribution. As a result, the graph partitioning problem aims attaldison that balances the computation handled by eac
processor while minimizing the entire inter processor communicatign [17

5. Multilevel Network Partitioning Approach

Graph partitioning algorithms divide a large graph into a smaller netw@lksThe well-known graph partitioning
algorithms is the Fiduccia-Mattheyses (FM) which is the derivative frorKéhneinghan-Lin (KL) algorithm [12]. The FM
algorithm [5] is used for the graph partitioning technique. The selectiéiMas two-fold. First, it reduces the impact of
partitioning on the average delay by minimizing the inter-partition id¢raffut-edge). Second, it prevents inducing
communication bottleneck on the NoC based system. Hence, bufferingeregotron inter-partition routers (located at the
boundary of partitions) can be reduced.

Multilevel Network Partitioning re-divide the prior partitioning into sevdeakel so that heavily communicated nodes is
clustered into the same portion. Hence, the partitioning before core plac@ioestbetter partitioning as the critical paths
are in the same partition and easier for portion placement in netajpology especially for complex SoC. With critical

paths in the same partition, communication latency and energy can bedrg@juce

Figure 2 and Figure 3 show the partitioning at the traffic distributiaghraesh NoC respectively. Since the numbers of IP
cores are relatively small, the level of partitioning is carried out up to tve. [Eigure 2 shows how the partitioning is
carried out at the TDG abstraction. As can be seen, Figure 2(a) is thevélstrd re-partition to second level as depicted in
Figure 2(b).
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Figure 2: Traffic Distribution Graph Partitioning



Figure 3 shows the network partitioning at the NoC abstraction. Aiepdititioning at the TDG, the IP cores in mapped
into the 4 x 4 mesh model as can be seen below.
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Figure 3 : 4 x 4 Mesh NoC Network Partitioning

6. Simulation Result

This technique is applied to a VOPD application with 16 number IP Coreselwtien of this SoC application is because it
delivers a rich amount of data. The level of partitioning is chosef’d@\l. NoC simulator software, NoC Interconnect
Routing and Applications' Modelling (NIRGAM) is employed to carry outsiheulation [19].

Figure 4 show the simulation results of power consumption betwélewel and ¥ level of partitioning. The improvement
of power consumption in NoC based system is indicated by lessrmmmsumptiorand balanced distributiarAs shown,
the 2% level of partitioning give a better result since it provides less power distritariong the IP Coge
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Figure 4: Power Consumption Simulations
Table 1 shows the power consumption estimation comparison betWdemel and 2 level of Network Partitioning of

VOPD. The result shows the power improvement with 16.59% fraenithlevel to the ' level. Hence, from this
experimental result can be concluded than the second-level is outperfoenfiestkevel of network partitioning



Table 1: Power Consumption of the First-Level and Second-Level ofdde®artitioning

Power Estimation (mWw)
TilelD First-Level Second-L evel
0 9.659 3.042
1 9.564 5.914
2 7.284 5.821
3 3.508 6.198
4 6.787 10.426
5 6.198 11.323
6 3.662 9.021
7 3.508 6.571
8 11.896 7.356
9 12.433 11.415
10 10.486 9.324
11 14.246 8.978
12 10.426 5.066
13 16.065 8.438
14 8.835 6.952
15 12.028 6.408
Total Power 146.594 122.259

7. Conclusion

NoC is an emerging paradigm for the solution of NoC communicatioblgm in the complex SoC applications. In this
paper, the power consutign of NoC-based system is reduceed by using the Multilevel netwditigrang approach. This
technique is an efficient approach to reduce the NoC power consumptematigpfor the target application that have an
immense number of IP Cores
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