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ABSTRACT 


Augmented Reality systemS are muving beyond the laboratOlY and into the lourisl/ljield, 

especially tourism ,\pot recognilion. However, they still exists the problem of inaccurate 

recognizing the natural object slich as a building in the IOurist11~jl1le17s;ve areas. In this study, we 

pruposed the solution of the problem using multi-marker approaches using AR technology. 

Vision marker as lhe natural objecr recognize via vision posed method capture by using camera 

live view. Vision based method is aided by an artificial marker which is Global POsitioning 

System (GPS) used as a reference oj useI' position and location. Natural object recognition in 

this proposed sulution used to provide accurate tourism informalion, such as the historical 

information and loco/ion ofthe target building to tourists. 

The significance oj the project is /0 augment the physical environment with virtllol reality 

I)y using a lis/ of suitable markers and designed a framework of the solution in the problem 

domain. 
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ABSTRAK 


Sistem Realiti Augment mula diaplikasikan di Iuar makmal dan digunakan dalam bidang 

pelancongan, terutamanya dalam pengenalan tempat pelancongan. Namun demikian, sistem ini 

dikesan masih menghadapi satu masalah iaitu sistem ini tidak dapal mengesan dan men genal 

objek semula jadi seperti sebuah bangunan di kawasan peJancongan intensif dengan tepat sekali. 

Kajian ini Lelah mencadangkan tenlang penggunaan pendekatan multi- penanda dalam Leknologi 

AR untuk menyelesaikan masalah tertentu. Penanda penglihatan terhadap objek semula jadi 

dapat dikesan atau dikenal melalui kaedah berasaskan visual dengan menangkap visual tersebut 

dengan menggunakan live view kamera. Kaedah berasaskan visual ini dibantu oleh penanda 

liruan yang juga dikenali sebagai Sistem Kedudukan Global (GPS) dan digunakan sebagai 

rujukan kedudukan pengguna dan lokasi. Cadangan penyelesaian masalah pengenalan objek 

semula jadi ini adalah bertujuan untuk memberikan maklumat tentang pelaneongan dengan tepat, 

seperti maklumal sejarah dan lokasi bangunan sasaran kepada para pelal1co ng. 

Kepentingan projek ini adalah untuk mengenalkan persekitaran fizikal melalui realiti 

seeara maya dengan menggunakan senarai penanda yang sesuai terhadap tempat tersebut dan 

mudah merangka kerja larutan terhadap masalah yang domain 
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CHAPTER 1 : INTRODUCTIO 

1.1 lnlJ'oduction 

Augmented Reality (AR) is a grand vision can enhance a lIser's perception by fu s ing 

computer·generated vi rtu al object onto a real scene to virtually augment reality (AzlIma, 1997). 

AR systems are mov in g beyond the labo ratory and into the to urism fi e ld. 

Majority touri sm spot recogn ition app licatio n on fn obile allgment intui tive information by 

location·based sensor, s uch as a G loba l Pos iti oning system (GPS) are used as a reference of 

a bso lute posit ion and postllre ( Dunse r et aI. , 20 12; Narzt et aI., 2003; Taketomi et a I. , 2009) . 

GPS has the prob lem of accllrate localizat ion and signal reflection in a natural e nvironment is 

still an opened fi e ld of researcb (Re itmayr & Drllmmond, 2006; Ze ndj ebi l e t aI. , 2008). A purel y 

vis ion-based recognition on th e natllral object is rare ly achi eved in rea l time, becau se restri c ted 

to unique scene mode ls and se lected landm arks o r po int of interest (POI) . Indeed , vision-based 

methods lack of' ro bustness and acc uracy due to light-conditi on. A h, brid approac h, integratin g 

vision- based method with GPS techno logies, can compensate for the respective weaknesses in 

AR to uring application (Ababsa e t a I. , 2009; Jiang et a I. , 2004; Reitmayr & Drumm ond , 2006) . 

Thi s project aim s to carry Ollt a case study of th e mli i ti-ma r~a approaches for touri sm 

spot recogniti o n that have been developed in tacklin g the prob lem. A multi-marker approac hes 

contained vi s ion ma rker and artific ial marker. Vi sion marker as the natura l object ( landmark 

building) recogni ze via vision based method capture by us in g camera live vi ew. Vi sion based 

meth od is aided by an artifici a l marker which is GPS used as a reference o f lI ser pos ition and 

locat ion. Nat ural object recog niti on used to provi de re la ted information , such as the histo rica l 

informati on and 10cati o11 o ftbe target building to LOurists. 
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1.2 Problem statement 

Capture and recognize the natural object such as landmark building is a challenge in A R 

technology. A single marker has insuffi cient information to represent different perceptions of the 

natural object. The large variations in li ghting and bad viewin g conditions also as a capturing 

issue related to digitizing th e environment influenced the quality o f tourism Spots capturing. 

Bes ides that, limited direction and single v iewpoint captured to the natural object might cause 

failed to access inform ation instantl y and accuratel y. 

1.3 Objective 

The main purpose of thi s project is to caplme and recogn ize the tour ism spot to provide 

the accurate tourism information to touri sts. A mul ti-marker approaches contained v ision marker 

and artific ial ll1arker help to improve the accuracy of natural object rec()gnition . The project aims 

to achieve a few o~j ectives listed as below: 

(a) To identify nalural and artificial markers which are suitahle for the natural object 

recogn ition 

(b) To propose, design, and integrate multiple marker for AR applicati on development for 

tourism app lication 

(c) To apply and deve lop AR-based tourist information sys tem prototype usin g the proposed 

multi pie markers 
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.1.4 Methodology 

There are three main phases in my research proj ect whi ch are ident ified marker(s) In 

phrase I, in phase 2 foeus on the propose approaches, and implement the prototype in phase 3. 

Phase I: Identifying Natural and Artificial Markers 

By reviewing from the existing system, study the behavior of variou s natural and 

artificial markers used in the current AR technology. , The rev iew will cover method and 

technology needed to apply in the system. This phase also compares different kinds of natural 

object ofthe topics. These requirements are coll ected to make a decision on which marker is the 

prefelTed marker and suitable for the tourist building recognition. 

Phase 2: Propose, Design, and Integrate Approaches 

Multiple marker integration approaches, which is a vision marker (v ision-based 

recognition) integrates with aJ1ificial marker (sensor-based recognition). Design phase will then 

be taken place after a so lution is proposed. This chapter has been d es~ribed the deta il s about the 

entire module which will be covered in the system which are dal~base generation modules, 

reg istration modu le, recognition module, and rendering module. A detai led architecture 

framework wi II to be designed appropriatel y. 

Ph ase 3: Apply Approaches to Implement Propose Prototype 

Th is stage focuses on devclop and implement the multi-markers approaches for AR-

based tourist information system prototype. A fj'am ework in mobile A ndroid platform applied in 

AR technOl ogy wi ll be done. Once the soluti on is being implemented, experiment of the natural 

object recognition will be carr ied out to evaluate the so lution deli ve red . Evaluation methods also 

has proposed in this phase to estimate and determined the natural object recognition accuracy. 
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A ll the results and data w ill be documented prope rl y to ease th e future enhancement o r to 

contribute as a refe rence in the fi eld of tourism spot recognition . 

1.5 Scope and Limitation 


The re are a few scopes have been identified in thi s project as listed below: 


(a) T his project will o nly focus on natura l o bject recogniti on, building is the preferred as the 

recognize target to prov ide tourist th e information abo ut th e landm ark or tourism spo t. 

Unl ike banner of the building, a building has its spec ifi c natura l feature and geograph y 

located info rm ati on so that we can capture it w ith diffe rent v iew an g les and d istance. 

(b) This proj ect w ill use appro pri ate locat io n data and nat ural landmark. Firs t focus on the 

to uri sm-intensive areas th at nea r the Waterfro nt in Ku chin g, Sara wak. The point of 

interest (PO I) for selected landm ark in cl uded mu seums, temples, m osque, and war 

l11e l11o ri a l. 

(e) The pro posed system is standa lone syste l11 did not need an y clien t-server serv ice o r 

network connection . 

T he fi rst limitation was onl y can recogni ze o ne target build ing in a tim e, the proposed 

system cannot be detecti o n l11ul tiple building and o btain correct inform ati on simultaneous ly. T he 

second limitatio n was the targe t to urism spot was focus 4 or l11 axim um 10 landmark o r PO ls. 

More fl exible and extra places might under acco unt o f future enhan cement. 
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1.6 Significance of Project 

The signifi cance of the project is to au gment the real env ironment with virtual rea lity by 

using a list of suitabl e markers and designed a fra mework of the so lutio n to the problem domai ns. 

Integrate natural and art ificial markers to inc rease the recogn ition accuracy on the natural obj ects 

and provide accurate tourist-related informati on. Deve lopment of pro ject th a t au gment intuitive 

infonnation and capturin g touri st spot using AR technol ogy based on the fram ewo rk proposed. 

1.7 Expected Outcome 

T his prOject is expected to produce a case stud y o f di ffe rent approaches in recogniz ing 

the natura l tourist spot to provide accurate in formati on to tourist s. Thi s project is a lso to au gm ent 

th e ph ysical environment with vi l1.ual rea lity by using a list of suitable markers. At the end of the 

projec t, an Andro id mobil e framework with multiple marker approaches fo r AR-based tourist 

infonnati on system w ill be proposed . 

1.8 Outline of Project 

The outl ine of thi s re port consists fiv e chapters which included the introd uct ion , I ite rature review, 

requirement anal ys is and des ign , impleme ntation and testin g, an d cond usion and future work. 

Chapter 1: Introduction 

This chapter delineates the problem statem ent, objecti ves, scope. and s ignificance of the 

project, project schedul e, expec ted outcome and the outlin e of the project. 

Chapter 2: Literature Review 

This c hapter shows the lite rature review and study fo r so me similar existing systems, too ls 

and techniques . It includes studies o n the natural and artific ial markers used in the touri,t travel 
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bu ildi ng . A fte r that the compari so ns of th e rev iewed system are summ arized in the tab le. Thi s 

chapter w ill end with a proposa l of Our so lution based on lite ra ture revie ws done. 

Chapter 3: Requirement An alysis and Design 

This chapter will outli ne th e analysis and research that has been carri ed out in o rder to 

produce the info rmation and data req uired to design th e framework . Besides, the syste m 

req uirements, development so ftware tools, and system fl ows were di scussed . 

Chapter 4: Implementation and Testing 

This chapter will descri be th e deta il s of implementa tion of the project based on the design 

from cha pter 3. The evalu a tion of the project was exam ined after the tes ti ng section. In the end, 

the ins ta ll ation or the project was demonstrated to uscrs. 

Chapter 5: Conclusion and Future Work 

This chapter con ta in s the su mmary of the project. The limi tation, fu ture work and 

conclu sion of the project are d isc llssed in detai ls. The achi evement to wa rd to the objecti ves of 

this project is d iscllssed a t the end of this cha pter. 
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CHAPTER 2 ; LITERATURE REVIEW 

2.1 Introduction 

In order to achieve objec ti ves and understand requirement of thi s project, background 

studies are ca rried out by review on several exi sting touri st spot recognition system s. T his 

chapter requires understanding about the overall concept, the components and teChnologies 

included in th ose systems. Detail s o f the four selecte~ systems were studied and analyzed. 

Several existing and similar systems are rev iewed in order to full y understand and discover the 

fundamentals and essential components o f building recognition system. This section al so helps to 

choose suitable marker and able to develop the best app lication as possib le. A shot summarizes 

and discuss ion on proposed method will contribute in the Section 2.5. 

2.2 Augmented Reality Mobil.e Tourist ln fol'lnation System 

The recent trend of mobile appli cation boom has made tourism agen ci~s and even 

governin g bodies thinking about how they can value add people on the go. Outdoor AR is one o f 

the services that makes use all of these capabilities. A n outdoor AR combines the user 's view of 

the rea l world with context speci nc information and used to identify the location and orientat ion 

of the user when they are touring. A brief revi ew o f outdoor AR touring app lication on the 

mobil e device market, we can simpl y divide them into several categories such as tourist spot 

recognition, building reconstructi on, routing and nav igation, tourism in formation browsing, and 

interaction fecdback. 

T he idea of combin ing a 3D model on cultural site for building reconstructi on is not 

recent. ARCHEOG UIDE project proposed by Vlahakis et al. (2001 ) present the ArcheoGuide 

project that reconstructs a cu ltural heritage site in Olympia, Greece. With thi s system, visitors 
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can view and lea rn anci ent architecture and customs. Anoth er 3D reconstruction system named 

ARsoucting used [or modeling urhan scenes presented by Re itinger e t al. (2007). ARsoucling 

system prov ides an expert mobile user interface whic h enab les the collection o f heterogeneous 

data within an unknown environm ent. The reconstruction engine requires at least three different 

views in o rder to generate an ini tia l 3D model. Lee e t a l. (20 12) present a novel mob ile outdoor 

AR appli cati on, C ityV iewAR fo r providing AR info rmation visu alization bout destroyed 

, 
bu ildings and hi stori ca l sites that were affected by the earthqu akes on a city scal e . This 

app li cation allows user to effi cientl y access geograph y located info rmation and prov ided in a 

number of2D map views 3D mode ls of buildings on site, and li st v iews. 

For the tourist navigation system ca n guid e a user to a particular destin a ti on via 2D or 3D 

AR content or virtual path . INSTA R system proposed by Narzt et al. (2003) mixes video images 

with 3D gra phics to prov ide an AR view of the rea l world for mobile nav igat ion. The AR 

navigation system is built upon a core fram ework where GPS is used for keeping track of th e ca r. 

Nurmin en and O ulasvirta (2008) using a rea li stic 3D mod e l was found to be more effi c ient than a 

top-down view of th e same model, representing a 2D map. Tokusho and Fe iner (2009) 

introd uced an AR street view system us ing a G PS senso r and a dig ita l pedometer. A sensor-

based approach has advantages that a position and a pose of devices can be obtained without 

co mpl ex process ing. 

Rece ntly, mobile dev ice based ou tdoor AR systems have become read il y availab le. One 

of th e most popular appli cations is AR browsers that show virtual po ints of interest (POls) 

overlaid on top of the phone 's camera view. System s can be used to show virtual representations 

of POJ superimposed over the real world , and ap plications such as Layar, Wikilude and Junaio. 

The Layar AR Browser launched in 2009 for iOS and Android capable devices . There are man y 
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potential app licati ons, such as for touri st guides, as a restaurant finder, pro viding directions to 

the subway, o r even artis tic insta llations. Other useful inform ation , such as Wi Fi spots, ATMs, 

car parks, transportati on .. local news item s, and weather can a lso be displayed in th e AR vie w. 

The above rev iew app lications are the brief resea rch on differe nt categories of outdoor 

A R touring application. Fro m this little research give an overv iew on curren t touring applications 

and found that basic requirement for an e ffective support o f mobile on-site need s of touri sts. , 
Cu rrent outdoor AR systems required work accurately and in real-time to prov ide access to 

location-based info rmati on, whi ch are relevant to the immed iate surroundings o f touri sts. 

Bes ides that, the timel y and updated variable contents suc h as texts, images, so unds, and videos 

al so a basic requirem ent for tourist. For the tourist spo t recognit ion system and concept will 

detailed di scuss in the Section 2.3. 

2.3 	 Reviewing of Existing System 

In thi s section , the ex istin g tourism building pot recognr:lOn of AR system has been 

reviewed to identify various markers used for access locat ion-based in fo rmation, natura l object 

recognition methods, architecture used, and tourism content presentatio n 0 ·' the proposed touri st 

information system . Th e four relevant systems were vision-based recogni! io" by using a Feat ure 

Landmark Database, H)"brid Localizati on System, Landmark Guide Sy,l<'m, and Residual 

En hanced Vis ual Vector (REVV) of the fo ur system s were further discu ssed in the section below. 
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2.3.1 Feature Landm ark Database 

This paper proposes by Sato et al. (2008) in troduced a novel method for extr in sic camera 

parameter estimation using a stili image and feature landmark database th at contains multi­

dimensional and mult i -view data. A vision marker works together with the feature landmark 

database by appl ying structure from motion method to the v ideo sequences that capture th e 

natura l object, such as landmarks and buildings. The vision-based recognition proposed in thi s 

paper capab le to estimate 6-DOF (degree ojfreedom) extrinsic camera parameters from a single 

image input. There are two phases carri ed out in the sys tem : offline phrase for landmark database 

construction and online phase for camera parameter estima tion using a land mark database as 

shown in Figure 2-1 . 

Construction of landmarK Camera parameter estimabOn using 
database (Offline phase) landmark database (Online phase) 

Video Clpludng I ~ionDld.:naba",,~GPS I 
for target envlrcn'nMtI I 

.J, J 
3-D reconstruction by SFM L ;""'d>cn of O(Y<lidotes ofI I :o«e:s~~ Iandm.ant;5 I 

J 

I Lar..;n[lr\< seIoc:tt::lnI Uniqueness. •detemrllkltion 
for eadl liJndmal'k based OIl '1ctiogI I 

Database CQIls.tructiol1 I camer> pa"~"~:JI I 
Figure 2- I Flow Olagram tor om lne phase and on line phase 

In the o ffline phase focu ses on construction of the landmark database on the server sid e, 

wh ich is develop by apply in g structure from motion to the om nidirectiona l v ideo streams. The 

rough posi tion of the user given by the embedded GPS on the mobile devjce is used to select the 

database from amount o f landmark database. Each landmark contains hundred images of target 

landmarks which retains own 3D coordin ates and some information acquired from different 

observation position. Next, visuall y similar landmarks (natural objects) w ith its natural k atures 
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of Ihe input im age are selec ted us ing 81FT (Scale-Invariant Fealure Transform) descriptor and 

LoG (Laplacian of Gaussian) based scal e detector as shown in Figure 2-2. In order to select 

unique landmark s, the uniquen ess for landmark is computed by us ing SIFT di stances of N-top 

nearest landmarks. 

~. J<;. 

Scale a [pt.cll scale (J flWel] S~le CJ fnlodl 

Figure 2-2 Determination of cha racte ristic scale by LoG 

In the online phase , camera parameter estimation us ing a landmark database is carried o n 

to find the correct correspondences from a large numbe r of visuall y s im ilar landmarks, and then 

gradu a ll y discard the cand idates o f landmarks. To estim ate the camera posit io n of the c lient, the 

server needs bo th an input image and rough positio n that is measureJ by the embedded GPS 

from mobile devices. Unique landm arks are then selected and co rresponded w ith image features. 

The out liers included in the co rrespond in g pairs of landmarks are e li minated by ver ify ing the 

space consistency based on the input image captured from a unique position and a unique posture . 

Finally, 6-DOF camera position an d posture are estimated by solving perspective n- po int 

problem (PnP) problem with RANSAe based outlie r elimination. 
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