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Abstract: The deaf-mutes population is constantly feeling helpless when others
do not understand them and vice versa. To fill this gap, this study imple-
ments a CNN-based neural network, Convolutional Based Attention Module
(CBAM), to recognise Malaysian Sign Language (MSL) in videos recognition.
This study has created 2071 videos for 19 dynamic signs. Two different exper-
iments were conducted for dynamic signs, using CBAM-3DResNet imple-
menting ‘Within Blocks’ and ‘Before Classifier’ methods. Various metrics
such as the accuracy, loss, precision, recall, F1-score, confusion matrix, and
training time were recorded to evaluate the models’ efficiency. Results showed
that CBAM-ResNet models had good performances in videos recognition
tasks, with recognition rates of over 90% with little variations. CBAM-
ResNet ‘Before Classifier’ is more efficient than “Within Blocks’ models of
CBAM-ResNet. All experiment results indicated the CBAM-ResNet ‘Before
Classifier’ efficiency in recognising Malaysian Sign Language and its worth of
future research.

Keywords: CBAM-ResNet; malaysian sign language; within blocks; before
classifier; efficiency evaluation

1 Introduction

Malaysia Sign Language or Bahasa Isyarat Malaysia in Malay was founded in 1998 when the
Malaysia Federation of the Deaf (MFD) was established [1]. It is the primary sign language in
Malaysia. It is used for daily communication for the deaf-mute community, including deaf people,
people with hearing impairments, and physically unable to speak. The American Sign Language (ASL)
has a significant influence on MSL. Although there are a few similarities between the MSL and
Indonesian Sign language, both are perceived as different. Otherwise, the foundation of Indonesian
Sign language was based on MSL. The communication is accomplished by interpreting the meaning

This work is licensed under a Creative Commons Attribution 4.0 International License,
@ @ which permits unrestricted use, distribution, and reproduction in any medium, provided

the original work is properly cited.



http://dx.doi.org/10.32604/cmc.2022.022471
mailto:rehmanphdar@gmail.com

2756 CMC, 2022, vol.71, no.2

of the signer’s hand gestures and, on occasion, by using appropriate facial expressions. In 2013, about
58700 people from the Malaysian population used the MSL [2].

Most of the time, the intended meaning that deaf-mutes wish to deliver throughout interaction
was often misunderstood or hard to comprehend by others. Many ordinary people are not familiar
with and cannot understand MSL. To master sign language is very challenging and highly depends
on a person’s willingness to learn. If people do not understand the MSL, they will confront problems
communicating with the deaf-mutes in the nation. The implications of in effective communication
had affected the deaf-mutes in their psychological, educational, employment, and social dimensions.
Every one of us will need a good listener to share our feelings and thoughts. The students with hard
of hearing resulted in more mental health issues than their peers who can hear [3]. Deaf people
at different age groups were often related to higher distress and somatisation and felt lonely and
depressed [4]. This depression may be due to their failure in interpersonal communication. In higher
education, the chances of deaf-mutes interacting with teachers or lecturers may be less than others
because of incommunicability. It can suppress and affect their learning experience in class. It was
difficult for deaf-mutes to seek employment in Malaysia due to their inabilities in hearing and speech.
A study carried out by Khoo, Tiun, and Lee revealed few cases of job discrimination, bullying, and
exploitation on individuals with hearing impairment in Malaysia [5]. Sometimes, negative emotions
experience by deaf-mutes made them felt ostracised by society because they were not being understood.

Before emerging sign language translation software or applications, human interpreters have relied
on it as the communication bridge between deaf-mutes and people in different fields. The availability of
a professional human interpreter to aid in translating sign language has become an issue as it involved
the consideration of cost and time to users. Until now, there is no efficient machine learning-based
sign language translation software for MSL to convert into voice or sentences into the market for
public usage. These issues had caused the communication problems of some people who cannot speak
or deaf individuals with talents to present their ideas to others. It was causing the loss of valuable
talent. Although much research on MSL recognition that has been conducted in the past had achieved
high accuracy of recognition, most of them were only focus on static-type sign language that tested
with limited vocabulary. It was insufficient for a daily-use language to sustain deaf-mutes in their
communication with others if the mechanism could only translate specific words or phrases. The
findings from these studies lacked robustness in developing the efficient MSL translating tool. There
is an open research area for the development of MSL recognition related technologies.

Hence, the studies on sign language recognition contribute to the technology used to remove
communication barriers between these populations and other people. The introduction of the CBAM-
ResNet method in this paper fills up the research gap in MSL recognition technology. Convolutional
Based Attention Module (CBAM) [6] consists of a channel and spatial attention submodules, which
are used to extend the structure and enhance the performance of Residual Network (ResNet) in videos
recognition. This study emphasised this method’s performance, efficiency, and practicability to pro-
duce a robust sign language translation system that benefits Malaysian deaf-mutes. Two experiments
are conducted for this study, where CBAM-3DResNet is used for dynamic signs recognition. CBAM-
ResNet using 3D convolution is implemented with two methods known as “Within Blocks’ and ‘Before
Classifier.” Efficiency evaluation of CBAM-ResNet was completed using multiple metrics such as
classification accuracy, loss, precision, recall, F1-score, confusion matrix, and training time.
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1.1 Significance and Contribution

The main objective of this research is to test and evaluate the efficiency of the CBAM-ResNet
method using MSL. The School of Automation and Electrical Engineering (USTB) of Beijing, China,
initially implement CBAM-ResNet neural network on Chinese Sign Language Recognition, which has
a different network architecture from this study [7]. As sign languages vary from place to place, it is
essential to determine the diversification and performance of CBAM-ResNet in terms of multi-metric
before implementing it on MSL. The sub-objectives of this research are as outlined below:

e To implement the new method, which is CBAM-ResNet on Malaysian Sign Language recogni-
tion to increase the efficiency of the sign language recognising mechanism.

e To further investigate the differences between CBAM-ResNet ‘Within Blocks” and ‘Before
Classifier’ in terms of efficiency of recognising Malaysian Sign Language.

e To develop a real-time Malaysian Sign Language Recognition System through human gestures
recognition using the CBAM-ResNet method.

This is the first study that adopts the CBAM-ResNet method in the context of MSL. This study intro-
duced the CBAM-ResNet neural network to resolve the problems such as accuracy and applicability in
the previous MSL recognition technology. This study is also crucial to enhance communication used by
deaf-mutes and ordinary people in Malaysia to understand each other throughout their conversations.
Once the efficiency of CBAM-ResNet on MSL recognition is proven, it can develop a robust MSL
translating system.

1.2 Organisation

The paper is organised as follows. Section 2 briefly discusses related past studies on other sign
languages recognition. The methodology of CBAM-ResNet implementation on MSL is explained in
Section 3. Section 4 presents the experimental settings, results, and discussion to compare CBAM-
ResNet “Within Blocks’ and ‘Before Classifier’ in dynamic signs recognition. Finally, Section 5 provides
the conclusion for this paper.

2 Literature Review

Researchers have applied various machine learning methods in different sign language studies.
These methods have their respective strengths and limitations in recognising sign languages. Generally,
there are two main streams of sign languages recognition methods: vision-based and glove-based
techniques. The vision-based method was relatively more convenient than the glove-based method
as it does not require any wearable device, making it a hassle-free solution. However, the vision-based
method still has limitations, such as the quality of camera and image used, capturing distance and
direction from the camera, lighting of surroundings, accessories worn by signers, and overlapping
hands in presenting sign language. These factors may affect the performance of the model. The critical
evaluation parameters such as accuracy, speed of recognition, time of response, applicability, and
accessibility are used to measure the efficiency of the sign language recognition algorithm.

2.1 Relevant Past Studies on Different Sign Languages Around the World

As the world is more concerned with deaf-mute’s welfare, it shows positive development and a
gradual increase in research associated with sign languages in recent times. Researchers worldwide had
proposed different machine learning algorithms in sign languages recognition. Meanwhile, methods
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implemented on sign languages recognition also change with advancements in technology, which can
boost the performance of those machine learning algorithms.

2.1.1 Artificial Neural Network (ANN)

An artificial neural network (ANN) consists of nodes, simulating the neurons interconnections in
biological life’s brain [8]. It was usually applied to solve the problems that required data processing
and knowledge representation. For example, Tangsuksant, Adhan, and Pintavirooj [9] researched
American sign language static alphabets recognition by using feed forward back propagation of ANN.
Their research returned an average accuracy of 95% throughout repeating experiments. Another study
used the same method and achieved a higher average accuracy of 96.19%, with 42 letters of Thai Sign
Language examined [10].

Lopez-Noriega, Fernandez-Valladares, and Uc-Cetina selected gloves with built-in sensors for
sign alphabets recognition using ANN with Back propagation, Quick propagation, and Manhattan
propagation [11]. Mehdi and Khan [12] carried out a study with seven sensors equipped with gloves and
ANN architecture, which had achieved an accuracy rate of 88%. Finally, Allen, Asselin, and Foulds[13]
developed a finger spelling recognition system using MATLAB for American sign language alphabets.
The chosen neural network was perceptron which received amatrix with 18 rows and 24 columns as
input from the 18 sensors on Cyber Glove through training. Their model got an accuracy of 90%.

2.1.2 Convolutional Neural Network (CNN)

Convolutional Neural Network is a subtype of the Feed-Forward Neural Network (FNN) suitable
for images and videos processing [14]. Jalal, Chen, Moore, and Mihaylova [1 5] proposed an American
sign language translator that did notrely on pre-trained models. They proved that their model has
up to 99% recognition accuracy. It was higher than the modified CNN model from Alexnet [16].
Another study that employed CNN on an American sign language dataset with around 35000 images
was carried out in India [17]. This study adapted a CNN with the topology of three convolutional
layers with 32, 64, and 128 filters, max-pooling layers, and Rectified Linear Unit (ReLu) activation
function [18]. Through experimental testing, their proposed system was able to achieve 96% recogni-
tion accuracy.

2.1.3 Recurrent Neural Network (RNN) and Long Short-Term Memory (LSTM )

A Recurrent Neural Network (RNN) is one of the neural networks equipped with internal
memory, where its output will be mapped again into RNN for duplication. As RNN depends on inputs
from previous sessions in the sequence, the duplicated antecedent elements will merge with the new
input for completing decision-making tasks [19]. However, RNN usually has the problem of vanishing
gradient in training. Therefore, Long Short-Term Memory (LSTM) is introduced as arefined version
of RNN that can deal with this problem.

Liu, Zhou, and Li [20] suggested an LSTM-based Chinese sign language system with their self-
build sign language vocabulary datasets using Microsoft Kinect 2.0. Their study returned an accuracy
rate of 63.3%. Besides, RNN and LSTM are also applied in the sign language of Bahasa Indonesia
with the use of Tensor Flow [21]. They extend to recognising root words attached with affixes,
which vary from the original meaning and parts of speech such as ‘noun’ or ‘verb’. A study from
Indonesia implemented the 1-layer, 2-layers, and bidirectional LSTM. It achieved 78.38% and 96.15%
of recognition accuracy on inflectional words and root words.
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All efforts contributed by researchers in previous studies on exploring robust sign language
recognition mechanisms are much appreciated.

2.2 Relevant Past Studies on Malaysian Sign Language

Fig. 1 depicted a timeline diagram for some published studies that have been done on MSL in
the past 13 years, which shows future directions and trends. For example, Akmeliawati, Ooi, and
Kuang [22] proposed an automatic sign language translator to recognise finger spelling and sign
gestures. Another gesture recognition system for Malay sign language collected inputs from 24 sensors,
consisting of accelerometers and flexure sensors connected via Bluetooth module wirelessly [23].
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Figure 1: The timeline diagram for past studies related to Malaysian Sign Language

A gesture recognition system was developed for Kod Tangan Bahasa Melayu (KTBM) in 2009.
It captured images through a webcam and then processed with Discrete Cosine Transform (DCT) to
produce feature vectors [24]. This system obtained 81.07% for classification rate using an ANN model.
In 2012, researchers for MSL built a well-organised database with different classifications [25]. In the
consequent year, Karabasi, Bhatti, and Shah [26] proposed a model for a signs recognition system
through a mobile device in real-time. Majid, Zain, and Hermawan [1] implemented ANN with Back
propagation to classify skeleton data of signs obtained from Kinect sensors. They trained the network
with a learning rate of 0.05 using 225 samples and achieved 80.54% accuracy on 15 dynamic signs. In
2017, Karbasi, Zabidi, Yassin, Waqas, and Bhatti [27] demonstrated a dataset development for MSL
consisting of alphabets and ten (10) dynamic signs using Microsoft Kinect.

Researchers favoured ANN in recognising MSL signs. Therefore, this study implemented a
CNN-based neural network called CBAM-ResNet, introducing a new classification method in MSL
recognition.

3 Methodology
3.1 Convolutional-Based Attention Module (CBAM)
The strength of CNN in images and videos recognition is the availability of different convolution

alkernels capable of extracting variations of features in the image. In this research, CBAM is
adopted, which has two sub-modules: channel and spatial focused on detection tasks. Both attention
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sub modules presented different functions. The channel attention sub-module gives prominence to
representative information provided by an input image. The spatial attention sub-module focuses on
the representative region that contributes to the meaningfulness of the image. In addition, both sub-
modules emphasised the concept of “‘What’ and “Where’. Fig. 2 shows the sequential order of these two
sub-modules when processing information flow in the convolution block of the neural network.

Channel Attention Module spatial Atteatiod Moddle

MaxPool Convolutional

M e || -
\%I./ \EC-B@ C?m;l 1 @

Shared MLP Attention M Channel refined [MaxPool, Spatial
Input feature F are 5 fasture F? AvgPool] Attention Ms
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Figure 2: The sequential arrangement of CBAM channel and spatial attention submodules

The sequential order is chosen before parallel structure for both sub-modules, where input features
are directed to channel attention followed by spatial attention. It was proven that sequential order
generated better results [6].

In channel attention, average pooling and maximum pooling are applied separately. The input
features will be directed into a multi-layer perceptron (MLP) with only one hidden layer to generate
channel attention maps. The element-wise summation will combine the two output maps to compute
the channel attention sub-module. Eq. (1) shows the representation of channel attention, Mc¢ in
symbols:

Mc(F) = o (MLP(AvgPool(F)) + MLP(MaxPool(F))) (1)
where orefers to the sigmoid function applied, MLP is the multi-layer perceptron, Avg Pool and Max
Pool represented average pooling and maximum pooling, respectively.

Unlike channel attention, spatial attention sub modules apply both average pooling and maximum
pooling processes along the channel axis with a convolution layer to produce a spatial attention map.
At this time, MLP is not implemented. The spatial attention, Ms is shown in Eq. (2) below:

Ms(F') = o (f([AvgPool(F"), MaxPool(F")])) 2)

where /" implies the convolution layer computation.

3.2 Malaysian Sign Language Videos Dataset

To acquire a dataset for CBAM-3DResNet, signers were required to present MSL in videos
recording. The scope of sign language covered in this study data set is the vocabulary provided by the
MSL and Deaf Studies Association or MyBIM [28]. Targeted signers are selected from approachable
volunteers who practised MSL. This study adapted the videos specifications and recording techniques
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of the American Sign Language Lexicon Videos Dataset [29] and Chinese Sign Language Recognition
Dataset [30]. Both are open-source and reliable datasets. A Samsung Galaxy S9 Plus with dual 12
megapixels cameras was used to capture videos for this dataset collection.

The RGB videos were captured with a resolution of 1920 x 1080 pixels at 30 frames per second,
focusing on the signer from frontal view at about 1 meter. This study selected neutral background
with optimal lighting for the videos recording scene to prevent unnecessary elements. Sign language
interpretation usually requires the facial expression and hand gestures of the signer. Therefore, the
region of focus for the videos dataset is set above the signer’s waist. A scene simulation is created and
shown in Fig. 3 to demonstrate the videos recording process. Tab. | shows the words included in the
videos dataset, consisting of 19 classes of MSL commonly used vocabulary. A total of 2071 verified sign
videos clips were collected according to these words. In order to maintain the natural communication
speed, all video shave different lengths ranged from 2 to 5 s. The videos were stored according to
standard data-folder structure [31]. All videos in MPEG-4 file format had an original frame rate of 30
fps and 352 x 288 pixels resolution. Annotation files generated from CSV files bundled can be used
along with utility codes to indicate the training and validation subset from this videos dataset.

Neutral
background

Video Camera
h )

Figure 3: The simulation of the scene on Malaysian sign language dataset acquisition

Table 1: List of 19 words included in Malaysian Sign Language videos dataset

The vocabulary of the Malaysian Sign Language videos dataset

Hello Help Welcome Father Sleep
Mother Thank you What Time Happy
Why Water Sit Sick Love

Eat Hospital Drink Toilet
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3.3 Integration of CBAM into ResNet-18 Architecture
3.3.1 Within Blocks

A residual block in ResNet-18 has a depth of 2 convolutional layers. ‘“Within Blocks’ refers to a
method that plugged CBAM atevery ResNet residual block in the neural network
architecture [0]. The middle 16 convolutional layers in ResNet-18 will form 8 residual block structures.
This structure inferred that the ‘“Within Blocks’ method integrated CBAM eight (8) times between these
consequent residual blocks. This CBAM the residual network can refine intermediate feature maps
to vital information that better represents the input. Fig. 4 shows a single residual block in CBAM-
ResNet, which visualise the exact place of integrated attention module in residual network architecture
using the ‘Within blocks’ method. CBAM is implemented at the end of the residual function, F in its
block.

Convolution 1

‘ RelLU
F(x)

Convolution 2

X
Identity

Figure 4: CBAM integrated into a residual block using the ‘Within Blocks’ method

3.3.2 Before Classifier

Unlike the previous method, this ‘Before Classifier’ technique integrated CBAM at the end part
of the whole residual network, right before the average pool layer and fully connected (FC) layer.
Through this implementation, CBAM will be used only once for every epoch of training, which has
lower network complexity and consumes less computational cost compared to the “Within Blocks’
method. After a given input in tensor format passes along all the convolutions in a residual block
of CBAM-ResNet, transforming the final feature map into the average pool and FC layers. At this
stage, only the last feature map will undergo refinement by CBAM. The refined outcome will then be
classified to predict the label of input. Fig. 5 shows the exact location of CBAM, which is the bottom
part of CBAM-ResNet architecture using the ‘Before Classifier’ method.

3.4 Technical Detail of CBAM Integration into 3D-ResNet for Videos Recognition

A tensor conversion method for Mixed 3D/2D Convolutional Tube [32] was adapted into this
CBAM-3DResNet implementation. By stacking batch size and depth of the tensor, a converted 5D
tensor will have 4D tensor dimension in the arrangement of [(Batch size x depth), a number of chan-
nels, height, width]. Tensor transformations were performed repeatedly throughout 2D convolutions
and 3D convolutions in CBAM-3DResNet.
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Figure 5: CBAM integrated at the end part of CBAM-ResNet using the ‘Before Classifier’ method

4 Experiment Settings, Results, and Discussion
4.1 Experiment Settings on Malaysian Dynamic Signs Videos Recognition

This study conducted experiments for Malaysian dynamic sign videos recognition by implement-
ing CBAM-3DResNet. The experiment performed an efficiency evaluation and compared CBAM-
3DResNet implemented using ‘Within Blocks’ and ‘Before Classifier’ methods in classifying dynamic
sign videos.

The development phase used Python programming language version 3.6 with Anaconda Spyder
integrated development environment and used essential Python deep learning libraries such as
Pytorch, Torch vision, and Cuda Toolkit. This experiment was conducted in Google Colab with Tesla
K80 GPU for CBAM-3DResNet ‘Within Blocks’ and ‘Before Classifier’. Fig. 6 shows the summarised
flow diagram of experimental procedures prepared for MSL dynamic signs videos recognition.

9 16 images of consecutive frames are chosen
randomly from each video

~ ko

1

Data pre-

Processing 16 consecutive images undergocs
Original video data cut into images in spatial centre crop, Z-score
‘jpg’ format at 30 frames per seconds normalization, and resized to 165
and arranged into  directorics sized images

according to class label

Dataset size: 2071 videos . . ‘ A
& e e

I 2d 15% 16%
Training: ResNet depth 18, CBAM with kemnel size 3,
leaming rate 0.01, batch size 32, Stochastic Gradient / \
Descent(SGD)  optimizer, Multi-step learning rate
scheduler, Cross Entropy Loss, 35 epochs CBAM-3DResNet CBAM-3DResNet
Validation: 3 sample clips from cach video, batch size (Within blocks) (Before classifier)
10, temporal even crop

Figure 6: Summarised experimental procedures flow diagram on signs videos recognition
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In the pre-processing data phase, each sign videos in the videos dataset was cut into frames in JPG
format. To capture the partial pattern of the signer’s hand motion in performing complete sign and
increase the CBAM-3DResNet classification model’s generalization ability to classify any temporal
segments in videos, 16 consecutive frames were randomly selected from each video in the training
subset. For the validation subset, the random temporal videos frames selection was done on alternate
frames and repeated3 times, which a single sign video can provide 3 clip instances for validation. All
the videos frames extracted were centre cropped and resized to 165 x 165 resolution images to remove
useless data. Z-score normalisation is also applied to these images data to ensure that every image
feature is weighted equally during the training process.

The processed videos frames were transformed and loaded as 5D tensors to CBAM-3DResNet
implemented with “Within Blocks’ and ‘Before Classifier’. Both classification models adopted similar
network parameters, with 3 x 3 CBAM kernels, the learning rate of 0.01, momentum of 0.9, and batch
size of 32 to train for 35 epochs using Google Colab. A Pytorch Multi-step learning rate scheduler
and Stochastic Gradient Descent (SGD) optimiser were used in the training framework to decay the
current learning rate when the number of epochs passed a pre-set benchmark. The best trained CBAM-
3DResNet model was used to produce validation results for efficiency evaluation of video recognition
experiments at clips and videos levels.

4.2 Result of Signs Videos Recognition Experiment Using CBAM-3DResNet
4.2.1 Comparison of Training and Validation CBAM-3DResNet ‘Within Blocks” and Before Classifier’

Fig. 7 represented the comparison graph between training and validation loss accuracys lope of
CBAM-3DResNet ‘Within Block™ over 35 epochs. A steep decrease was observed in the training loss
slope starting from 2.876 to 0.294 over epoch 1 to epoch 7 and later changed to a steady and slowly
decreasing rate since epoch 8. While the slope of validation loss fluctuated heavily within values
ranged between 3.293 to 0.543 at the first 12 epochs and responded to more minor fluctuations on
the epochs afterwards. These fluctuations were expected because the model optimised its learning in
the earlier epochs, which resulted in slowly diminished loss luctuations at the end of epochs when it
was successfully optimised. Both training and validation loss curves showed a distinctive decreasing
trend in the graph, where training loss was relatively consistent compared to the zig-zag slope of
validation loss. The lowest training loss was recorded at epoch 33 with a value of 0.00983, while for
lowest validation loss recorded was 0.324 at epoch 32, which both values contributed a difference
of 0.314.The training accuracy increased rapidly from 1.20% to 93.90% over epoch 1 to epoch 9and
slowly reached its peak after epoch 9. At the same time, validation accuracy increased from 1.51% to
88.66% over epoch 1 to epoch 13 in a fluctuating pattern and turned to a moderate increasing rate on
the epochs afterwards. Both training and validation accuracy plots showed different rising trends in
their slopes. The highest training accuracy was achieved at epoch 33 with 99.84%, while for highest
validation accuracy attained was 92.84% at epoch 32. By losses and accuracies difference of 7% exist
between training and validation, it showed a little overfitting problem on CBAM-3DResNetin this
videos recognition experiment.
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Figure 7: Training vs. Validation loss and accuracy of CBAM-3DResNet ‘Within Blocks’ and ‘Before
Classifier’

Fig. 7 also showed the training and validation loss accuracy comparison in the plotted line
graph for CBAM-3DResNet ‘Before Classifier’ performed for 35 epochs. A noticeable difference in
decreasing trends was found between loss of training and validation throughout epochs scheduled. The
training loss decreased rapidly from 2.961 to 0.266 over epoch 1 to epoch 9 and diminished at a lower
decreasing rate on later epochs. Meanwhile, the slope of validation loss reflected more fluctuations at
earlier epochs. These fluctuations diminished and started converging to the point of stability as epochs
continued to end. The loss fluctuations resulted in the effect of SGD optimisation on the model.
The lowest loss value recorded for training was 0.152 at epoch 31, while for lowest validation loss
was also recorded at the same epoch with a value of 0.278. These two-loss values had a difference of
0.126.Training accuracy increased rapidly from 12.94% to 89.53% over epoch 1 to epoch 7. It continued
with a slower increase and remained stable as it was approaching the maximum.

On the other hand, validation accuracy also fluctuated heavily from epoch 1 to epoch 25 as it
increased. Training and validation accuracy behaved distinct increasing trends throughout all epochs,
which training accuracy only had a slight variation in its increased values. The highest accuracy for
training and validation is 99.73% at epoch 31% and 94.06% at the last epoch, respectively. Both
accuracies resulted in a difference of 5.67%. Tracking the losses and accuracies differences between
training and validation inferred that CBAM-3DResNet ‘Before Classifier’ also possessed a little
overfitting.

4.2.2 Top-1 and Top-5 Accuracy of Validation Result at the Videos Level CBAM-3DResNet ‘Within
Blocks’ and Before Classifier’

Given 247 signs videos for validation, the CBAM-3DResNet ‘Within Blocks’ achieved 94.74%
for the videos level Top-1 accuracy. To evaluate based on the 5 highest probable classes predicted, an
increase of 2.02% was attained, which 96.67% achieved for the model’s Top-5 accuracy at the levels
of the videos. Fig. 8 showed the bar graph for each class Top-1 accuracy at the level of the videos.
Among 19 dynamic sign classes, 7 classes reached the perfect video-level Top-1 accuracy. ‘Sit’ was the
class with the lowest score of 84.61%.
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Video-level Top-1 Accuracy (per class) Video level Top-1 Accuracy (per class)

Figure 8: Videos level Top-1 accuracy of CBAM-3DResNet “Within Blocks’ and ‘Before Classifier’

CBAM-3DResNet ‘Before Classifier’ reached the Top-1 accuracy of 96.36% on 247 sign videos.
A higher score of 98.79% was achieved for Top-5 accuracy when the model’s first 5 most probable
predictions were used for evaluation. The bar graph of Top-1 accuracy at video level among classes
was also depicted in Fig. 8. Ten (10) out of 19 dynamic sign classes achieved the perfect accuracy
score of 100%, while another 9 classes ranked the same Top-1 accuracy of 92.30% at the level of the
videos.

4.2.3 Classification Report and Confusion Matrix of Validation Result at Clip Level
CBAM-3DResNet’ Within Blocks’ and Before Classifier’

The precision, recall, and F1-score of CBAM-3DResNet ‘Within Blocks’ and ‘Before Classifier’
for each dynamic sign class on validation subset at clip level was tabulated in Tab. 2. The validation
subset at clip level took 3 instances from each video attributed to validate a single class. Thus each
dynamic sign class had an equally distributed number of instances, with 39 sample clips listed in the
column ‘support’. For the ‘Within Blocks’ model, the class ‘Hello’ had the lowest precision with a value
of 0.69, while classes “Welcome’, “‘What’, ‘Eat’, ‘Help’ and ‘Hospital’ obtained a perfect precision score
of 1. For recall computed, two classes, ‘Sit’ and ‘Sick’ had the lowest score of 0.87, while the highest
recall score of 1 belonged to classes” Thank you’, ‘Father’ and ‘Toilet’. At clip-level Fl-score, class
‘Hello’ had the lowest value of 0.81, while class “Toilet’ achieved the highest with 0.97. The precision,
recall, and F1-score for both macro average and weighted average were reported with 0.94, 0.93, and
0.93values, respectively, after round-off.
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Table 2: Classification report of CBAM-3DResNet ‘Within Blocks’ at the clip level

Precision Recall Fl-score Support

Within Before Within Before Within Before

blocks classifier blocks classifier blocks classifier
Hello 0.69 0.84 0.97 0.97 0.81 0.90 39
Welcome 1.00 0.97 0.92 0.90 0.96 0.93 39
Thank you 0.80 0.86 1.00 0.97 0.89 0.92 39
What 1.00 1.00 0.90 0.92 0.95 0.96 39
Why 0.97 0.97 0.92 0.92 0.95 0.95 39
Sit 0.97 0.95 0.87 0.95 0.92 0.95 39
Eat 1.00 0.97 0.90 0.92 0.95 0.95 39
Drink 0.95 1.00 0.92 0.90 0.94 0.95 39
Sleep 0.95 1.00 0.92 0.95 0.94 0.97 39
Help 1.00 0.97 0.92 1.00 0.96 0.99 39
Father 0.87 0.86 1.00 0.97 0.93 0.92 39
Mother 1.00 0.97 0.92 0.92 0.96 0.95 39
Time 0.97 0.97 0.92 0.95 0.95 0.96 39
Water 0.88 0.88 0.90 0.95 0.89 0.91 39
Sick 0.97 0.87 0.87 0.87 0.92 0.87 39
Hospital 1.00 1.00 0.92 0.92 0.96 0.96 39
Toilet 0.95 1.00 1.00 0.97 0.97 0.99 39
Happy 0.92 0.88 0.92 0.97 0.92 0.93 39
Love 0.95 0.95 0.92 0.92 0.94 0.94 39
Accuracy 0.93 0.94 741
Macro avg  0.94 0.94 0.93 0.94 0.93 0.94 741
Weighted 0.94 0.94 0.93 0.94 0.93 0.94 741

avg

Meanwhile, in ‘Before Classifier’ model, the lowest precision score with 0.84 was computed for
class ‘Hello’, while another 5 classes “What’, ‘Drink’, ‘Sleep’, ‘Hospital’ and ‘Toilet’” achieved a perfect
precision score of 1. Class ‘Sick’ reported the lowest recall score of 0.87, while class ‘Help’ recorded the
perfect recall score of 1. For the F1-score, the lowest value of 0.87 was computed for class ‘Sick’, while
class ‘Help’ and ‘Toilet’ attained the highestscore at 0.99. The weighted average and a macro average
of recall, precision, and F1-score among classes were all reported with a score of 0.94 after round-off.

Fig. 9 depicted the multi-class confusion matrix plotted for CBAM-3DResNet ‘Within Blocks’
classification result on the videos validation subset at the clip level. Purple-coloured diagonal cells in
the confusion matrix represented the true positives of each dynamic sign class, while off-diagonal cells
recorded the misclassified instances. The model had the worst prediction by misclassifying 5 clips
on class ‘Sit” and class ‘Sick’. For example, class ‘Sit’ had 34 correctly classified instances, with a
false-negative of 5, which 3 and 2 clips wrongly predicted as ‘Hello” and ‘“Thank you’, respectively.
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Meanwhile, the best-predicted classes are “Thank you’, ‘Father’ and “Toilet’ with all instances correctly
classified by the trained CBAM-3DResNet ‘Within Blocks’.
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Figure 9: Confusion matrix plotted for CBAM-3DResNet” Within Blocks’ and Before Classifier’

The multi-class confusion matrix based on the classification result of CBAM-3DResNet ‘Before
Classifier’ on videos validation subset at clip level was also shown in Fig. 9. Orange-coloured cells
that were diagonally oriented were true positives, while the black-coloured cells represented wrongly
predicted instances. Class ‘Sick’ was the worst predicted class with a true positive of 34. Out of 39
sample clips of ‘Help’ and ‘Happy’, 2 instances were misclassified as ‘water’, and 1 instance was
misclassified as “Why’. The only class that obtained a 100% best prediction result from CBAM-
3DResNet ‘Before Classifier’ was class ‘Help’ on all its 39 instances.

5 Discussion

This section will compare the results of CBAM-3DResNet of both “Within Blocks’ and ‘Before
Classifier’ models. A comparison table was made according to essential evaluation metrics, including
training duration, lowest-level validation loss, highest-level validation accuracy, clip-level F1-score,
videos-level Top-1 accuracy, videos-levelTop-5 accuracy, and network generalisation performance
shown in Tab. 3.

Noticed on the videos recognition result of both CBAM-3DResNet models with different CBAM
implementation methods interms of various performance metrics were comparable, except training
duration, and the clip level validation accuracy of videos level Top-1, and Top-5 accuracy. Similarly,
both models had minor overfitting issues for the signs videos classification tasks. The lowest validation
loss that the ‘Within Blocks’ model reached was higher than the ‘Before Classifier model’ by 0.046
and correspondingly differs in their highest validation accuracies by 1.22% at the clip level. A small
difference of 0.01 existed between both clip-level F1-score. CBAM-3DResNet ‘Before Classifier’ had
the highest Top-1 and Top-5 accuracy than the “Within Blocks’ model by the difference of 1.62% and
2.12%, respectively. A comparison line graph of validation loss and accuracy slopes was plotted from
both models’ results, as shown in Fig. 10.
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Table 3: Comparison table for CBAM-3DResNet ‘Within Blocks’ and ‘Before Classifier’

Metrics CBAM-3DResNet ‘Within CBAM-3DResNet ‘Before
blocks’ classifier’

Training duration 8141.02 s 3232.29 s

Clip level lowest validation loss  0.324 0.278

Clip level highest validation 92.84% 94.06%

accuracy

Clip level F1-score achieved 0.93 0.94

Videos level Top-1 accuracy 94.74% 96.36%

Videos-level Top-5 accuracy 96.67% 98.79%

Generalisation performance Little overfitting Little overfitting

=

Figure 10: Comparison between CBAM-3DResNet ‘Within Blocks’ and ‘Before Classifier’ models in
validation loss and accuracy at the clip level

It was observed that both models’ losses and accuracy on validation videos subset at clip
level showed a different pattern. Validation loss of CBAM-3DResNet ‘Within Block’ had the most
significant fluctuation between epoch 3 and 5 and reached the peak loss value of 3.293 at epoch 4.
This significant fluctuation happened because each sub-optimisation step of the SGD optimiser at
earlier epochs had a big impact on losses and slowly diminished when the gradient computed become
smaller. It can be noticed that both losses slopes had more minor variations in losses values at the
later epoch. Both losses curves seem to have the potential to improve when set with more epochs
as they still demonstrated a decreasing trend in the graph. On the other hand, the complete training
duration of CBAM-3DResNet ‘Before Classifier’ for 35 epochs recorded only 3232.29 s due to its lower
network architecture complexity, which was faster than the ‘Within Blocks’model by 4908.73 s under
this experiment configurations. In general, CBAM-3DResNet ‘Before Classifier’ is more capable than
CBAM-3DResNet ‘Within Blocks’ in recognising dynamic signs videos.
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6 Conclusion

This Research achieved its objectives and presented a new approach in MSL recognition, the
CBAM-ResNet, to help Malaysian signers in their daily communications. All models implemented in
this research were achieving an accuracy of more than 90%. The CBAM-ResNet ‘Before Classifier’
overall excels in recognition tasks on the videos dataset. The CBAM-ResNet ‘Before classifier’
with its strength of less computational cost, was 2.52 times speed faster in training than CBAM-
ResNet “Within Blocks’ to achieve more effective classification performance on videos recognition
experiments.

An overfitting issue was observed from the results of dynamic signs videos recognition experiments
using CBAM-3DResNet ‘Within Blocks” and ‘Before Classifier’. The overfitting maybe because of
the small data set as Kataoka, Wakamiya, Hara, and Satoh had concluded that a large-scale videos
dataset of over 100k samples is required to successfully optimise convolution kernels in 3D CNNs
architecture [33].

The concept of transfer learning can be applied in future research in coping with minor overfitting
issues of CBAM-3DResNet in signs videos recognition.
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