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ABSTRACT 

 

Human are commonly good in notifying several emotions via facial expression.  In daily 

human communication, it is crucial for each person to be able to convey his emotions and 

perceive others respectively using speech, facial expressions and body movements. The 

computer vision experts are continuously learning on how to achieve high performance in 

analysing faces, especially which occur spontaneously. Malaysian facial database and 

analysis are still inconspicuous, especially for local ethnicity studies. Hence, this thesis 

developed MUA Database, the first Malaysian ethnicity facial database, which consists of 

data from non-actor subjects from 4 local ethnicities that are Chinese, Iban, Indian and 

Malay. During the data collection, the subjects are encouraged to express facial expressions 

spontaneously. Facial expressions analyses are done using the database and facial 

deformation for each ethnicity is evaluated. From the experiments, the performance of HOG, 

LBP and SIFT are compared for feature extraction, and SVM, Decision Tree and KNN 

performance are evaluated as classifier. Results show that the combination of HOG features 

and KNN classifiers are the best pair for ethnic recognition with 96.90% accuracy, whereas 

HOG features and SVM classifier combination shows the best pair for emotion recognition 

with 59.10% accuracy. Indian appeared to be the most recognisable among other ethnicities. 

As for emotion, “happy” appear to be the most conspicuous emotion, whereas “fear” is the 

least visible among all tested emotion.  

Keywords: Ethnic facial analysis, face recognition, face database, ethnicity classification, 

ethnic face database 
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Klasifikasi Ekspresi Muka Berdasarkan Etnik Malaysia dan Pemetaan Emosi 

ABSTRAK 

Manusia lazimnya boleh mengesan beberapa emosi menerusi ekspresi muka dengan mudah. 

Penting bagi setiap orang untuk menyampaikan dan memahami emosi orang lain melalui 

nada dan intonasi percakapan, ekspresi muka, dan bahasa badan dalam komunikasi harian. 

Pakar visi komputer sehingga kini berterusan mengkaji untuk mendapat pencapaian yang 

tinggi dalam proses menganalisa muka, terutamanya yang timbul secara spontan. 

Pangkalan data dari Malaysia masih belum kukuh, khususnya dalam kajian mengenai etnik 

tempatan. Justeru itu, tesis ini memperkenalkan Pangkalan Data MUA, pangkalan data 

wajah ethnic Malaysia yang pertama, merangkumi data bagi peserta bukan artis daripada 

4 etnik utama yang terdiri daripada Cina, Iban, India dan Melayu. Peserta digalakkan untuk 

mengekspresikan riak muka secara spontan semasa proses pengumpulan data. Analisa bagi 

ekspresi muka juga dilakukan menggunakan pangkalan data tersebut sekaligus mengkaji 

dan menilai perubahan wajah pada setiap etnik. Tambahan lagi, melalui ini turut 

membandingkan prestasi HOG, LBP dan SIFT bagi proses pengekstrakan ciri serta menilai 

prestasi SVM, Decision Tree dan KNN sebagai pengelas. Hasil menunjukkan ciri HOG dan 

pengelas KNN merupakan kombinasi terbaik bagi mengenalpasti etnik dengan 96.90% 

ketepatan, manakala ciri HOG dan pengelas SVM adalah gabungan terbaik bagi 

mengenalpasti emosi dengan 59.10% ketepatan. Keputusan menunjukkan India merupakan 

etnik yang paling mudah dikenali berbanding etnik lain. Emosi “Gembira” merupakan 

emosi yang paling menyerlah, manakala emosi “Takut” paling sukar dikesan. 

Kata kunci: Analisis wajah mengikut etnik, mengenalpasti wajah, pangkalan data muka, 

pengelasan etnik, pangkalan data muka mengikut etnik. 
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CHAPTER 1  

 

 

INTRODUCTION 

1.1 Introduction 

Human facial analyses are often in deliberation for various applications nowadays, 

starting with scientific to industrial communities competing to create consecutive value to 

human daily life. The utilization of facial analysis is no longer limited to surveillance and 

security (Chang, 2004; Beghdadi et al., 2018), but also contribute in cognitive studies 

(Palestra, 2018; Yu, 2018), biometric (McLain and Kefallonitis, 2019; Wouters et al., 2019), 

virtual reality (Briggs et al., 2018; Souto et al., 2019), multimedia (Tao et al., 2018; Chen & 

Nahrstedt, 2019), computer entertainment (Braun et al., 2018), and have significant part in 

artificial intelligence (AI) applications (Sharma et al., 2019; Wang et al., 2019). In order to 

create machines that can interact efficiently with human, the development of human 

computer interaction (HCI) nowadays is no longer restricted to constructing the groundwork 

of user interface. Various applications have included human cognitive and behavioural 

model that are producing user-centric design concept which linked to human life in order for 

the interaction to be more effective and efficient (Wang et al., 2019), as for example the 

progressive development of mobile phone interface (Lalji & Good, 2008). Therefore, the 

studies of human faces are crucial in order to develop machine that is able to respond to 

facial information rather than to depend on input commands from the user.  

This thesis will focus on the challenges encountered in analysing facial expressions 

which are still unsolved, measure the accuracy of existing solutions and also suggest solution 
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for the problems. We also focused to bring the problems locally, so that the specific 

information and studies can be obtained for the selected geographical area. 

1.2  Motivation 

The field of computer vision have many applications in various ways nowadays, 

where machine learning is performed to interpret visual information with an intention to 

improve the quality of life. It helps in detecting and describing knowledge in images, 

interpreting and even learning solutions by using the computer (Szeliski, 2010). Face 

analysis is one of essential process of computer vision. The information from this process 

enable us to learn a lot more about people, from their identity, ethnicity, age, gender, 

expression and emotions. These practices are then implemented to various applications, such 

as in HCI, human evaluation and cognitive, security and a lot more.  

The most interesting part to analyse from faces is the emotion. Emotion recognition 

a primary framework for of emotion regulation, which both important in human relationships 

as the ground in reasoning, problem solving and enhancing cognitive activities (Mayer et al., 

2001). This aspect is essential especially for multicultural country like Malaysia as it can be 

used to improve the intercultural adjustment between ethnicities (Yoo et al., 2006). In order 

to classify emotion from faces, a lot of complex algorithms will be involved, which some of 

them will be discussed in Chapter 2. Principally human display their emotion through facial 

expressions (Hupont et al., 2010). One of major face recognition and classification problem 

is usually occurred when large target set involved. Thus, specification of ethnicity, age and 

gender may increase the accuracy of the identification process. Human cognitively perceive 

ethnicity before age, gender and expression from face (Wang et al., 2019). Therefore, this 

research will concentrate on ethnicity-based facial expression analysis. Ethnicity defined as 
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group of people in a region with shared culture, language and some with particular skin 

colour (Braun et al., 2013). Malaysian facial database and analysis are still inconspicuous, 

especially for local ethnicity studies. Moreover, there is no existing Malaysia ethnics’ 

database and facial emotion analysis available. So, this research will analyse facial 

expressions of the main ethnicities in Malaysia which are Chinese, India and Malay, and also 

Iban, which is one of major ethnic in Sarawak, Malaysia. 

The computer vision experts are continuously learning on how to achieve higher 

performance in analysing faces, especially which occur spontaneously (Saha et al., 2019). 

Since the study of spontaneous face is imperative and complex (Liu & Yin, 2017), as it has 

more variations in term of physical peculiarity and class compared to the basic facial 

expression (Ekman, 2001). Generally, psychologist represent facial emotion in discrete 

division of six universal emotions, which are “happy”, “sad”, “fear”, “anger”, “disgust” and 

“surprise” (Ekman et al., 1999). However, human daily interaction involves broad range and 

intensity of emotion other than the six universal emotions (Hupont et al., 2010). Therefore, 

for this research, other non-basic affective states in describing emotion will be identified 

using emotional mapping.   

1.3  Problem Statement 

Humans are commonly good in recognizing several emotion facial expressions. 

“Happiness” and “surprises” can be easily perceived compared to “anger” and “sadness”, 

and even worse for “fear” and “disgust” (Martinez & Du, 2012). This is probably because 

the emotions of “happiness” and “surprise” are involving wider face transformations than 

the rest (Saha et al., 2019). In daily human communication, it is crucial for each person to 
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be able to convey his emotions and perceive others respectively using speech, facial 

expressions and body movements. These processes are usually dynamic and spontaneous. 

Spontaneous expressions give a huge challenge as they are exempt from any 

intentional attempt, not always noticeable and not fully expressed (Ekman, 1997) due to the 

coexistence of other basic expressions of emotion (Reisenzein et al., 2013). It is more 

complicated and the changes are more gradually than the acted one, directing to subtle 

sequence of expressions (Ekman & Friesen, 1976). This causes fuzzy distinction between 

different emotions. Each individual also portrays their emotions in various manners, which 

resulting diverse and confusing information of similar emotions due. For example, 

Tarnowski et al. (2017) have able to recognised discrete basic emotion using facial 

expression and shows the most recognition mistakes occurs between each pairs of 

expression, but failed to represent emotion based on the presence of each expression 

occurred from a spontaneous expression. As mentioned by Ekman and Friesen (1976), the 

existence of only one specific basic facial expression of emotion is rarely to appear. Thus, 

the ability to only detect 6 basic emotion facial expressions distinctively are not enough in 

order to describe spontaneous expressions due to intra-class diversity (Gazizullina & 

Mazzara, 2019).  

An ideal emotion detection system should be able to recognized expressions 

regardless of their gender, age and ethnicity besides the ability to be consistent through 

various diversions including illumination, lightening conditions, glasses, facial hair and 

hairstyles (Sebe et al., 2004). Izard (2009) questioned whether some emotional expressions 

are universal, which means the individuals of distinct cultures resulting in similar facial 

muscle movements when expressing some emotion. In developing facial recognition system, 
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ethnic identification helps on identity-related features, and narrows down the search in large 

database which will increase the search speed and efficiency of the system. This also applies 

to demographic statistics in many social applications (Lu & Jain, 2004). Due to ambiguous 

physical and psychological nature of ethnical group, it is a comprehensive problem in 

differencing emotions using facial expression because of the existence of similar facial 

features and characteristics among the ethnicities (Wang et al., 2019). Ma et al. (2019) had 

developed a facial expression database of Chinese ethnicity, but has not mention any 

distinction of ethnicity for each facial expression. Thus, there is a compelling need to have 

a facial analysis on different ethnicities (Wang et al., 2019).  

1.4  Objective 

The primary objectives of this research are as follows: 

a. To determine the association between facial deformities and ethnicity in expressing 

different type of facial expression 

b. To classify the affective values of spontaneous expression from MUA Database 

through emotion mapping 

In this research, a Malaysian ethnicity face database named MUA Database is developed, 

which also include spontaneous facial expression dataset. From this, it should able to classify 

spontaneous facial expression images of the database through emotion mapping. The 

hypothesis for this thesis is the ethnicity categorization may improve the facial expression 

classification using FACS. Other hypothesis is that the deformation of facial expression 

using FACS can improved ethnicity classification. 
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1.5  Scope of Research 

The main focus of the project is the study of facial expression classification between 

Malaysian ethnicity and emotion mapping of spontaneous facial expression using Whissell 

Space. The study is limited to 4 major ethnicities in Malaysia, which are Chinese, Iban, India 

and Malay. The development of MUA Database include 200 subjects and this research 

involve data training, testing and analysis from the database. The emotion mapping from the 

research also only using spontaneous facial expression from the database. In this research 

will only compare the performance of 3 facial features which are HOG, SIFT and LBP, and 

3 classifiers that are SVM, Decision Tree and KNN.  

1.6  Significance of the Study 

This research helps to investigate the emotion facial recognition and analysis 

between ethnicity in Malaysia. The findings of this study will directly benefit to improve 

local face recognition system and intercultural studies, either cognitively or psychologically, 

between ethnicities in Malaysia. Main contribution of the thesis is the development of the 

first Malaysian ethnicity database, MUA Database, and facial expression analysis. This 

research also contributes in publishing a paper that discuss on Malaysian ethnicity 

recognition (Buang & Ujir, 2019). 

1.7  Thesis Outline 

The thesis is organized into five chapters. Chapter 1 introduces the research work. 

Chapter 2 presents the literature review and current research that bring out the problem and 

restate the need of the study of facial ethnicity, expression and recognition. Chapter 3 

introduces the database that we developed for this research. The chapter also explains 
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experimental procedure and methodology in analysing the database including the facial 

features and classifier that are used for the experiment. Result and analysis from the 

experiment are discussed in Chapter 4. Chapter 5 concludes the thesis with a thought on 

limitations, potential improvements and forthcoming research considerations.  
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CHAPTER 2  

 

 

LITERATURE REVIEW 

2.1  Introduction 

This part of the thesis explains the history and theory required for better understand 

the purpose of this thesis. Firstly, Section 2.2 explains the differences between spontaneous 

and non-spontaneous facial expressions. It also includes the groundwork and benefits of 

studying spontaneous facial expressions. Thereafter, existing spontaneous facial expression 

database and its analysis were stated. Next, it explained the history of researches including 

the existing approaches for facial expressions analysis. Then, current studies of ethnic 

classification and explained the differences between ethnicity using facial expressions were 

discussed. After that, the comparation of existing ethnicity facial database and their analysis 

was made. Lastly, Section 2.7 explained the theory of Facial Action Coding System (FACS) 

and its application in the deformation of facial expressions. 

2.2  Existing Works on Facial Expression 

Since spontaneous facial expression recognition was naturally expected a greater 

challenge than posed expression (Wan & Aggarwal, 2014), deep studies have been done to 

obtained better recognition results. Adaptive Online Metric Learning (AOML) algorithm, a 

new metric space of facial expression was introduced by Wan and Aggarwal (2014). The 

precision of annotation is defined by assigning a gold standard label to each expression based 

on majority voting of annotators. The experiment was done using existing Moving Faces and 

People (MFP) dataset (O'Toole et al., 2005). Landmark points were automatically placed 

using Constrained Local Model (CLM) (Saragih et al., 2009) before proceed to feature 
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extraction using Gabor filters. The recognition process was then proceed using a Robust 

Metric Learning approach (RobustML) and Adaptive Online Metric Learning algorithm, 

which helped obtaining faster convergence by adjusting the gradient adequate step size and 

decreasing computational tasks via substitution of eigen-decomposition based positive 

semidefinite (p.s.d) with much simple two-case function. The recognition accuracy method 

was then compared with Euclidean distance metric (EUC), Isomap (Tenenbaum et al., 2000), 

Locally Linear Embedding (LLE) (Saul & Roweis, 2000), SVM, Latent-Dynamic 

Conditional Random Field (LDCRF) (Roweis & Saul, 2000) and non-robust version of 

metric learning (nrML). From the comparison, RobustML and nrML were the most 

outstanding in differentiating the “neutral”, “fear” and “sad” expression, whereas LDCRF 

resulted the highest recognition accuracy.  

Research by El Meguid et al. (2014) deliberated the framework for fully automated 

spontaneous facial expression from videos using PittPatt face detector (Pittsburgh, 2011) and 

Random Forest tree paired with SVM classifier. The experiment done using 7 expressions 

of Binghamton University 3D Facial Expression (BU-3DFE) database for training and tested 

with few labelled spontaneous databases (BU-4DFE (Yin et al., 2008), FEED (Wallhoff, 

2006) and AFEW database (Dhall et al., 2011). For this experiment, BU-4DFE obtained the 

best results because it originated in the same set up as the training database. Most of the 

confusions from the experiment were oriented by the low-intensity of the expressions. FEED 

database obtained lower result from incorrect frame labelling for certain video clip and also 

from low intensity expressions. AFEW database that contained acted spontaneous 

expressions resulting lowest result among all. This may due to the posed expression from 

actors may not represent actual human emotion.  
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Liu and Yin (2017) proposed analysing spontaneous facial expression using thermal 

data. From this experiment, an infra-red thermal video descriptor was introduced. USTC-

NVIE (Wang et al., 2010) database was used for this experiment aside from their own 

database captured using Forward Looking Infrared (FLIR) thermal camera consist of 77 

subjects. The facial data were then extracted using scale-invariant feature transform (SIFT) 

method. Thermal and motion video words were obtained by using K-means clustering 

algorithm which represented the average pooling function of the clip before the classification 

process via SVM. SIFT method had been compared with other descriptors such as HOG, 

histograms of optic flow (HOF) and Cuboid descriptor, which obtained highest accuracy and 

precision among all.  

Next research is done by Li et al. (2015) that focused on modelling dynamic and 

semantic connection among AU intensities using Dynamic Bayesian Network (DBN). The 

experiment firstly registers 66 facial points of the DISFA database before the process of 

facial extraction using HOG and Localized Gabor features. The features were then processed 

into manifold learning, which helped preserve local information of facial appearances for 

classification process of facial expressions. The AU intensities are then classified using SVM 

and using DBN to depicted relationships among each AUs with its intensities.  

Mohammadi et al. (2015) suggested a method in acknowledging the existence and 

absence of AUs by using sparse representation and estimated their intensities via dictionary 

learning (DL) approach for sparse image regression. The experiment was done using DISFA 

and UNBC-McMaster (Lucey et al., 2011) database. The approach emphasised the ability to 

joint learning of all AUs, in which notify coexistence of AUs that indicate the presence of 
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both emotional expression and non-emotion expressions which allow the filtering of the non-

emotion facial movements.  

 In summary, list of all revised studies on methodology in analysing spontaneous 

facial expression are listed in Table 2.1. 

2.3  Spontaneous Facial Expression Database 

There are researches working on spontaneous expression database that will be 

discussed in this section. Mavadati et al. (2013) proposed the Denver Intensity of 

Spontaneous Facial Action (DISFA) database which included labelled video with the ground 

truth. The database contains data from 27 young adults, in which their spontaneous 

expressions were video recorded via stereo camera whilst watching video clips proposed to 

evoke their emotions. The intensity of facial action units (AUs) were manually coded 

according to FACS before extracted using active appearance models (AAM) and the AUs 

intensity measurement were recorded. The feature extraction was done using Local Binary 

Pattern (LBP), Histogram of oriented gradient (HOG) and Gabor features, and reduced using 

spectral regression in which each of the features performance were compared after classified 

using Support Vector Machine (SVM).  

In the following year, Yan et al. (2014) came out with micro-expression database 

with 200 frame per second (fps) temporal resolution and 280 x 340 pixels’ spatial resolution 

on facial area. 247 micro-expressions with AUs and emotions were picked and marked for 

the database.  Feature extraction and classification were done using LBP histograms from 

Three Orthogonal Planes (LBP-TOP) and SVM respectively. The improvement to this 

database was published in Qu et al. (2017) which have 2 parts, one consists of 87 long videos 
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Table 2.1: Comparison of Methodology in Analysing Spontaneous Facial Expression 

Author & 

Year 

Tested Database Methodology Feature 

Extraction 

Classifier Result 

Wan  and 

Aggarwal 

(2014) 

Dynamic Facial Expressions 

recordings of MFP consist 

of 76 males and 208 females 

students of The University 

of Texas 

Introducing Adaptive Online 

Metric Learning algorithm, a 

new metric space of facial 

expression and assigning a 

gold standard label to each 

expression based on majority 

voting of annotators 

Gabor 

filters 

Robust Metric 

Learning 

approach and 

Adaptive 

Online Metric 

Learning 

algorithm 

Robust Metric Learning 

method shows better 

results in detecting 

spontaneous expressions 

compared to EUC, Isomap, 

LLE, LDA, SVM, LDCRF, 

and nrML 

El Meguid  

and Levine 

(2014) 

Training: Total 3829 images 

of BU-3DFE  

Testing: 

Deliberated the framework 

from videos using PittPatt 

face detector and Random 

Forest tree paired with SVM 

classifier 

PittPatt 

face 

detector 

Random Forest 

tree paired with 

SVM classifier 

BU-4DFE obtained the 

best results because 

originated in the same set 

up as the training database 
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Still images and videos of 

spontaneous BU-4DFE, 

FEED and AFEW database 

 

Table 2.1 continued 

Li et al 

(2015) 

DISFA contained 27 

young adults, included 

labelled video with 

ground truth 

Modelling dynamic and 

semantic connection among AU 

intensities using DBN 

HOG and 

Localized 

Gabor feature 

SVM Gabor features showed 

higher accuracy compared 

to HOG 

Mohammadi  

et al. (2016) 

DISFA and UNBC-

McMaster (consist of 

shoulder pain expression 

from 129 participants) 

Detecting existence and 

absence of AUs by using sparse 

representation and estimated 

their intensities via DL 

approach for sparse image 

regression 

Sparse 

representation 

DL Jointly learned regression 

method showed better 

result than person-

independent intensity 

estimation 
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Liu and Yin 

(2017) 

USTC-NVIE with posed 

and spontaneous 

expressions of 215 

subjects  

Introducing infra-red thermal 

video descriptor for 

spontaneous facial analysis 

SIFT SVM Obtained highest accuracy 

when compared with HOG, 

HOF and Cuboid 

descriptor 
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of spontaneous expressions and micro-expressions, and the other contains 300 cropped 

spontaneous expressions and 57 micro-expressions samples. The participants were asked to 

watch their recorded facial expressions and give their own annotation for each expression. 

Similarly, the feature extractions and classification were done using LBP features and SVM 

classifier.  

Happy et al. (2015) introduced spontaneous facial expressions database of Indian 

origin which involves 50 participants, producing 428 fragmented video clips of emotions 

elicited using emotional videos and self-ratings. Facial expressions from the clips were 

remarked by trained decoders to obtain the peak frames before further evaluation. The 

experiment using grey intensities, LBP, Gabor filter, HOG, and Local Gabor Binary Pattern 

(LGBP) for feature extraction. In this research, Linear Discriminant Analysis (LDA) 

performed well as the classifier compared to the SVM, Adaboost, K-Nearest Neighbor 

(KNN) and Naïve Bayes. 

Other spontaneous databases developed to not only include facial data. Zhalehpour 

et al. (2016) had emphasized the importance of including audio messages in addition to the 

face of the spontaneous data to recognize emotional expressions. The database contained 

recordings from 31 subjects of Turkish native speakers expressing the 6 basic emotions 

(“happy”, “anger”, “sad”, “disgust”, “fear” and “surprise”) along with boredom and 

contempt affective. Apart from that, the database also included several mental states such as 

unsure (confused, undecided), thinking, concentrating and bothered from watching stimuli 

videos.  The videos were remarked by using GTrace tool for detecting facial features, which 

then extracted using Local Phase Quantization (LPQ) features and Patterns of Oriented Edge 

Magnitudes (POEM) features. The speech features were extracted using the Mel-Frequency 

Cepstral Coefficients (MFCC) and relative spectral features (RASTA) based on perceptual 
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linear prediction (PLP). Both of the face and speech features were then passed to SVM for 

classification.  

On the other hand, Girard et al. (2017) claimed to be the first to introduced facial 

expression database of multiple interacting participants. The database consists of 172800 

video frames of 96 participants forming three-person groups, which were seated around a 

circular table, and alluring in a collection of cognitive tasks. Five AUs (AU 1, 6, 10, 12 and 

14) were selected for intensity coding to help in estimating the emotion. Feature extractions 

were done using HOG descriptors and trained using SVM. Table 2.2 shows the summary for 

comparison of spontaneous facial expression database that were discussed in Section 2.3.  

2.3.1 Spontaneous and Non-spontaneous (Posed) Facial Expression  

 

The origins of facial expression works are triggered from a century ago where in 

Darwin (1872) raised questions and observations in variations of emotions and also 

distinguished family-related emotions such as “rage”, “anger”, “hatred”, “defiance” and 

“indignation”. Darwin (1872) stated that it is possible to differentiate photographs of 

enjoyment and non-enjoyment smiles without any conscious process of analysis on our part. 

Darwin (1872) also initiated the theory that facial expressions are universal and justified the 

universality for some facial expressions via the answers of questions to Englishmen living 

in eight parts of the world, which are Africa, America, Australia, Borneo, China, India, 

Malaysia and New Zealand, whether or not they saw the same expressions of emotions from 

the countries. Though the theory is still questionable, these studies has motivated the ideas 

in Ekman (1973) to find the relation of facial expression across culture and determined to 

find the involvement of particular facial muscle movement for facial expressions. In Ekman 

and Friesen (1971) found that when evaluating people of certain cultures that they have never  
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Table 2.2: Comparison of Spontaneous Facial Expression Database 

 

Author & 

Year 

Database  Methodology/ Experiment Feature 

Extraction  

Classifier Result 

Mavadati 

(2013) 

DISFA database. 27 young 

adults, included labelled 

video with ground truth  

Video recorded via stereo 

camera whilst watching video 

clips proposed to evoke their 

emotions. AUs manually 

coded according to FACS 

LBP, HOG 

and Gabor 

features and 

reduced using 

spectral 

regression 

SVM Gabor features yielded 

the best result among the 

three facial 

representations with 86% 

accuracy of a single AU.  

Yan (2014) CASME II database. 247 

micro-expressions with AUs 

and emotions were picked 

and marked 

Micro-expression database 

with 200 fps temporal 

resolution and 280 x 340 

pixels spatial resolution on 

facial area. 

 

LBP-TOP SVM The best performance 

were 63.41% in detecting 

emotion based on AU 

combination 
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Table 2.2 continued 

Qu (2017) CAS(ME)2 database. 2 parts; 

1 consist 87 long videos of 

spontaneous and micro-

expressions, another contains 

300 cropped spontaneous 

expressions and 57 micro-

expressions samples 

The participants were asked 

to watch their recorded facial 

expressions and give their 

own annotation for each 

expressions 

LBP SVM Best accuracy were 

40.95% and lowest were 

28.09% in detecting 

micro-expressions 

Happy 

(2015) 

Indian database involving 50 

participants, producing 428 

fragmented video clips of 

emotions 

Emotions elicit using 

emotional videos and self-

ratings were collected for 

validation.Facial expressions 

from the clips were remarked 

by trained decoders to obtain 

the peak frames 

Grey 

intensities, 

LBP, Gabor 

filter, HOG, 

and LGBP 

LDA in 

comparison 

with SVM, 

Adaboost, 

KNN and 

Naïve Bayes 

Combination of LBP and 

LDA shows the highest 

recognition accuracy with 

86.46% 
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Table 2.2 continued 

Zhalehpour 

et. al (2016) 

Recordings with voice from 

31 subjects of Turkish native 

speakers expressing the 6 

basic emotions along with 

boredom and contempt 

affective. Also included 

several mental states such as 

unsure (confused, 

undecided), thinking, 

concentrating and bothered 

Using GTrace tool for 

detecting facial features 

Facial 

feature: LPQ 

and POEM 

 

Speech 

feature: 

MFCC and 

RASTA 

SVM Emotion recognition 

accuracies for visual and 

audio separate modalities 

were 42.16% and 72.95% 

respectively. The 

experiment for combining 

both modalities achieved 

77.02% accuracy. 

 

 

 

Girard et al. 

(2017) 

Facial expression database of 

multiple interacting 

participant, consist of 172800 

video frames of 96  

5 AUs (AU 1, 6, 10, 12 and 

14) were selected for 

intensity coding to help in 

estimating the emotion 

HOG SVM A-level occurred 42% 

and B-level 39%, whereas 

rarely to occurred C-level 

with 15%, D-level 
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Table 2.2 continued 

 participants forming three-

person groups 

   occurred 13% and E-level 

with 1% based on 

intensity category. 
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exposed to, there are probability that they could not recognize certain facial expressions 

especially “fear” and “surprise”. Mead (1975) challenged the theory and stated that the 

universal expressions are only for posed expressions and not spontaneous. This statement 

then widens the studies and findings in learning the spontaneous facial expressions. 

Woodworth (1938) has impugn the accuracy in describing spontaneous as well as 

posed facial expression. In respond to this, Ekman and Friesen (1978) come out with the idea 

that facial expressions can be measured via movement of facial features and issued solution 

to objectively measure the abundance and complexity of facial expressions using the FACS, 

which are discussed further in Section 2.7. With the existence of standard coding system, the 

research on both posed and spontaneous expressions are expanded. 

Spontaneous facial expressions are different from posed expressions, in term of their 

psychophysical characteristics (Ekman, 2001) to the experimental approaches in determining 

the expression (Bartlett et al., 2005). Subject tends to show different facial movements when 

asked to pose emotion expressions. For example, their pose for fear are different compared 

with the one portrayed when they actually enduring fear. Although it is more precise to 

describe emotions using spontaneous expressions, but it is quite difficult to label and 

describe. This is because of the coexistence of other basic expressions of emotions 

(Reisenzein et al., 2013) which support the statement by Ekman and Friesen (1976). Most of 

the existing recognition systems are using posed facial expressions, but real-life situations 

commonly encounter with spontaneous facial expressions (Mavadati et al., 2016). 

2.4  Ethnic-specific Classification 

According to Jilani et al. (2017), ethnicity is one of the most notable face identities. 

Nevertheless, the analysis of ethnicity-specific for faces is a challenging puzzle for 
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computer-based experiments. For that, a study of classifying British Pakistani ethnicity with 

other was conducted using total of 75 face images, which are not limited to frontal image of 

135 multi-ethnic subjects. The approach of the experiment was using three fundamental 

components which are geometric feature-based extraction, reduction using PCA and Partial 

Least Square Regression (PLS), and classification using SVM. The experiment achieved 

promising results but limited specifically for British Pakistani facial images. 

The research conducted by Zuo et al. (2017) have establish face database with 254 

individuals’ faces of Uighur and Kazakhs of the Xinjiang province of China which contains 

five expressions which are “neutral”, “smile”, “angry”, “surprised” and “closed eyes”, with 

four different angles, three illumination variations, wearing glasses and mask. Experiments 

were separately conducted using PCA, Independent Component Analysis (ICA), SIFT and 

LGBP. However, the database has not been tested for ethnicity and emotion recognition. 

Furthermore, the facial expressions are limited to “neutral”, “smile”, “angry” and “surprised” 

expression. 

The study by Masood et al. (2018) solved problem of ethnicity classification using 

three major ethnicities which were Mongolian, Caucasian and Negro from 447 images of 

FERET database using feature-based approach and differentiate the efficiency using 

Artificial Neural Network (ANN) and Convolutional Neural Network (CNN). From the 

experiment stated that CNN produced much better result but cost more time for feature 

extraction and training of the network. Yet, for this experiment, the face images obtained 

from FERET database have not indicated any standardization in term of their expression. 

The images may be assumed to acquire neutral expression but still having the smiling faces 

for certain images. This may affect the studies that initially want to see the different level of 

expression intensity between features for different races. 
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In 2019, Wang et al. (2019) performed facial analysis experiment and established 

ethnical group dataset of Chinese Uyghur, Tibetan and Korean. 100 students from each 

ethnicity were selected and their frontal facial images were captured with different poses and 

expressions. However, the databases have not standardized any type of expressions. The 

ethnicity recognition experiment was performed using the KNN-based fast sparse sensing. 

The whole training set for each group are used by the KNN to classify a sample with the help 

of super resolution approach. Then, the local facial features were analysed using Stacked 

Active Shape Model (STASM) facial landmark detector which helps to extract 77 landmarks 

in each facial image to determine the ethnicity. However, the result obtained was quite low 

(63%) for face recognition but still suitable for ethnicity recognition. In summary, a list of 

all revised ethnicity databases is as listed in Table 2.3. 

The studies in psychology prove that when observing human face usually will trigger 

three conscious neural evaluations which are ethnic, gender and age (Fu et al., 2014). Among 

them, ethnic is said to be the most outstanding attribute to be conceived by series of social 

cognitive and perceptual task (Calder et al., 2011). However, the bottom line of the problem 

rises as the computational mechanism facing complexity to classify an ethnic’s face (Fu et 

al., 2014). Researches have been carried out to deal with the problem. For example, 

researches in psychology have deliberated behaviour interrelations of race perception such 

as other-ethnicity-effect (OEE) and attention model in Calder et al. (2011), Rossion and 

Jacques (2002), Freeman et al. (2010), Eberhardt et al. (2003) and Bentin and Deouell (2000) 

which portrayed the existence of racially-discriminative facial features. Computational 

neuroscientists also have produced models to trigger and describe race perception in Bowyer 

et al. (2006), Chang et al. (2005), Phillips et al. (2005), Phillips et al. (2010) and Kurzban et 

al. (2001). Experiments by  
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Table 2.3: Comparison of Ethnicity Database 

Author & 

Year 

Database  Methodology/Experiment Feature 

Extraction  

Classifier Result 

Jilani et al. 

(2017) 

The database using total of 75 

face images, which are not 

limited to frontal image of 135 

multi-ethnic subjects  

Classifying British Pakistani 

ethnicity using geometric 

feature based extraction, 

reduction using PCA and 

PLS, and classify using SVM 

Geometric 

feature and 

reduced 

using PCA 

and PLS 

SVM PCA obtained 71.11% 

accuracy whereas PLS have 

higher accuracy with 76.03% 

Zuo et al. 

(2017) 

254 individuals’ faces of Uighur 

and Kazak. Contains five 

expressions (neutral, smile, 

angry, surprised and close eyes), 

with four different angles, three 

illumination variations, wearing 

glasses and mask 

Separately conduct 

experiment using PCA, ICA, 

SIFT and LGBP. 

PCA, ICA, 

SIFT and 

LGBP. 

 

 

 

KNN LGBP-based method showed 

the best overall performances 

compared to other descriptor 

in detecting expressions for all 

individuals 
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Table 2.3 continued 

Masood et 

al. (2018) 

447 images of FERET database 

that consist of Mongolian, 

Caucasian and Negro  

Using feature-based approach 

and differentiate the 

efficiency using ANN and 

CNN 

Geometric 

feature 

detected 

using Viola 

Jones  

ANN and 

CNN 

CNN give the best 

performance of 98.6% 

accuracy compared to ANN 

(82.4%) 

Wang et 

al. (2019) 

100 students for each ethnicity 

of Chinese Uyghur, Tibetan and 

Korean. Their frontal facial 

images were captured with 

different poses and expressions 

Experimented using the 

KNN-based fast sparse 

sensing and super resolution 

approach, with help of 

STASM facial landmark 

detector 

STASM 

facial 

landmark 

detector 

KNN and 

super 

resolution 

approach 

 

T regions results better than O 

region on ethnicity 

recognition (with 78% 

accuracy) compared to face 

recognition, which only 

obtained 63% accuracy while 

O region obtained 90%. 
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Levine (1996), Levine (2000) and Levine and Angelone (2002) also revealed a notable visual 

factor of racial features. 

As for the process of classification of ethnicity, it should begin with the elemental 

clarification and perception of ethnicity itself. Ethnicity defined as group of humans with 

similar gene, culture and language in a certain geographical locality (Shiyuan, 2002). Yet, 

the ethnic classification often defined as the grouping via skin colour or tone, physical 

attribute such as hair shaft peculiar, and also human phenotypic feature (Berardesca et al., 

2006). However, such aspect was not applicable for computer vision methodology.  

Nonetheless, the implementation of basic algorithm for ethnic classification tends to 

be varied and sophisticated (Fu et al., 2014). Firstly, the classification of ethnicity is still 

puzzling by variety of perspectives, which lead to ambiguity in formulation and 

methodology (Mays et al., 2003). Secondly, in order to construct competitive automatic race 

recognition, a large-scale database is needed to be trained and established (Fu et al., 2014).  

In 1994, Farkas (1994) adopt 25 measurements from head and facial landmarks to 

differentiate ethnic morphology between three groups, which are North-American 

Caucasians, African-Americans and Chinese. The study suggested the used of information 

of distinctive characteristics for each ethnic to enhance recognition accuracy. Lu et al. (2006) 

introduced a multimodal method to identify ethnicity using SVM using depth and texture 

facial data. The results showed that depth approaches were more descriptive in comparison 

to intensity modality for ethnicity classification. Zhong et al. (2009) proposed a fuzzy 3D 

face ethnic classification algorithm using Gabor filter to differentiate between Eastern and 

Western people. The algorithm showed more than 74% accuracy in categorizing both 

Eastern and Western individuals. 
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Tin and Sein (2011) focused on ethnic recognition based on facial images using 

Principal Component Analysis (PCA) and Nearest Neighbor Classification (NNC). The 

average accuracy rate for the approach was 96.4%. Berretti et al. (2012) then come out with 

a local approach to 3D face recognition based on iso-geodesic stripes (Berretti et al., 2006) 

combined with minimal-redundancy maximal-relevance feature selection model in order to 

analyse the differences of relative relevance of the facial stripes from ethnic different races. 

The results showed 90.3% accuracy in determined Asian and Caucasian individuals. 

2.5  Facial Action Coding System 

Ekman and Friesen (1978) initially introducing Facial Action Coding System 

(FACS) with the idea to measure facial movements that are observable on the face with the 

foundation of 44 unique AUs together with the movements of head and eye positions. From 

the 44 AUs, 30 of the AUs are anatomically linked to human facial muscle contractions, in 

which 12 are at the upper face and 18 at the lower face. The AUs can be coded into five-

point intensity scale.  

 Originally, the use of FACS are not limited to measure movements that are related 

to emotions, but also helps the study of emotions by distinguish emotional and non-

emotional facial expressions (Ekman, 1997). The combination of AUs helps to describe the 

details of facial expressions (Tian et al., 2001). These facial movements resulting changes in 

the vector of skin surfaces, thus highlight the importance of tracking the facial features 

(Ekman, 1997). The whole lists of AUs are listed in Appendix A (Ekman et al, 2002). 

There are several developing researches on describing emotion based on AUs 

movements. Du et al. (2014) and Calvo et al. (2018) have categorized emotion expressions 

with related AUs. Both of the researches agreed that “anger” involves AU4 and AU7. In 

addition to that, Du et al. (2014) suggested involvement of AU6 as variant AU. As for 



26 

 

“disgust”, both mentioned the involvement of AU4, AU9 and AU10, other than that Du et 

al. (2014) included AU17 and AU24 while Calvo et al. (2018) suggested existence of AU6 

and AU7. AU1 and AU5 had significantly appeared in fear, although Du et al. (2014) also 

suggested the presence of AU2 AU4, AU20, AU25 and AU26. Both of the researches also 

agreed with the presence of AU6, AU12 and AU25 in “happy”. For “sad” emotion, AU4 and 

AU15 are mentioned in both studies, while Du et al. (2014) also mentioned the existence of 

AU6, AU11 and AU17 whereas Calvo et al. (2018) mentioned AU1 and AU24. Finally, both 

studies agreed with the presence of AU1, AU2, AU5, AU25 and AU26 for “surprise” 

expression.                                                                              

In summary, the representation of AUs according to emotions is summarised in the 

Table 2.4, with evidence scores of the AUs existence.  

Table 2.4: Representation of AUs According to Facial Expression of Emotion 

Basic Facial Emotions Du et al. (2014) Calvo et al. (2018) 

Anger AU4, AU6 (51%), AU7 and 

AU24 

AU4 (+1.86) and AU7 

(+0.89)  

Disgust AU4 (31%), AU9, AU10, 

AU17 and AU24 (26%) 

AU4 (+1.70), AU6 (+1.02), 

AU7 (+1.28), AU9 (+3.48), 

and AU10 (+3.55) 

Fear AU1, AU2 (57%), AU4, 

AU5 (63%) AU20, AU25 

and AU26 (33%) 

AU1 (+1.58), AU5 (+1.26) 

and AU25 (+1.48) 

Happy AU6 (51%), AU12 and 

AU25 

AU6 (+2.88), AU12 (+4.06) 

and AU25 (+2.07) 

Sad AU4, AU6 (50%), AU11 

(26%), AU15 and AU17 

(67%) 

AU1 (+1.38), AU4 (+1.55), 

AU15 (+0.98) 
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Table 2.4 continued 

Surprise AU1, AU2, AU5 (66%), 

AU25 and AU26 

AU1 (+1.51), AU2 (+1.93), 

AU5 (+1.99), AU25 (+2.58) 

and AU26 (+2.27) 

 

2.6  Summary 

There are several existing works developing on spontaneous and ethnicity database 

separately, as well as in studying the efficiency of methodology on analysing spontaneous 

facial expression. From the researches reviewed, there is still an obvious gap to study 

different expressions for different ethnicity. Moreover, ethnicity database specifically for 

Malaysian faces do not exist. It also can be said that there is still a need in analysing 

spontaneous expression of an ethnicity database.  
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CHAPTER 3 

 

 

METHODOLOGY 

3.1  Introduction 

This chapter explains the methodology in MUA Database creation and facial analysis 

processes. Firstly, Section 3.2 elucidated the creation of MUA Database. Next, Section 3.3 

explains the facial analysis process which initiated with the facial feature extraction. It 

describes the theory involved in three descriptors involved, which are HOG, LBP and SIFT. 

Section 3.4 described the classification process, which includes the explanations on three 

classifiers involved, SVM, Decision Tree and KNN. Section 3.4 discuss the mapping of the 

spontaneous expression using Whissel Space. In a nutshell, the overall processes of the 

proposed approach are explained in Figure 3.1. 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.1: Overview of Proposed Approach 

MUA Database 

Continuous (Posed) Dataset Spontaneous Dataset 
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3.2  The Database Creation 

This research has contributed in developing new database, called MUA database, 

gathering Malaysian ethnicity face database which include major ethnic in Malaysia, Malay, 

Chinese, Indian and also Iban, comprise the largest population now in Sarawak. “MUA” is 

apt from Iban language with the meaning of face. Malaysia as being multiracial country, we 

believe the availability of the database will bring benefits for social cognition research, 

especially in Malaysia.  

MUA database is consist of 200 subjects where 50 Malays, 50 Chinese, 50 Iban, 50 

Indian and an additional of 5 subjects from other races for outliers. The total subjects include 

75 males and 125 females. Most of the subjects are students and working adults with 

approximation age range of 19 to 45 years old.  

3.2.1 Data Collection 

The subjects are not professional actors and are not trained for displaying each 

specific emotions in order to obtained natural emotion expressions from the experiment. The 

subjects had to involve in two type of data collection process: (i) spontaneous and (ii) 

continuous. For spontaneous experiment, 10 videos to have been shown to the subjects and 

the facial expressions recorded by using Kinect sensor. The videos are containing “neutral”, 

“angry”, “disgust”, “fear”, “happy”, “surprise” and “sad” contents. The subjects reported 

their intensity of emotions after each session of spontaneous experiments to record the 

ground truth of their emotion. They were given a list of six basic emotions (“angry”, 

“disgust”, “fear”, “happy”, “surprise” and “sad” ) with low, medium and high intensity and 

also natural.   
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Continuous experiment has been conducted by recording the seven types of 

expressions (“neutral”, “angry”, “disgust”, “fear”, “happy”, “surprise” and “sad”) from each 

subjects. For each expression, 3 takes have been recorded which contains from low to high 

intensity of the facial expressions. In order to avoid expressions overlapping, a demo video 

for each expression has been shown to the subjects before recording the specific expressions. 

Moreover, for immediate visual feedback a mirror was placed in front of the subjects. Some 

videos recorded with subjects wearing glasses, partially occluded by hair, wearing scarf, and 

cap. Seven types of facial expressions including “neutral”, “angry”, “disgust”, “fear”, 

“happy”, “surprise” and “sad” have been recorded from all of the subjects. 

3.2.2  Data Collection Using Kinect 

Kinect sensor able to acquire both colour and dense depth images. The sensor 

integrates structured light with depth from focus and depth from stereo. It also includes 

infrared laser-based IR emitter, an infrared camera and a RGB camera. The IR camera and 

projector compose a stereo pair with approximately 75 mm standard, whereas IR laser 

emitter transmit a known pattern of dots. Images from the camera correlate with different 

camera position since there is a distance between laser and sensor which allows the operation 

of stereo triangulation to compute each spec (no short format) depth. The depth and colour 

images are captured simultaneously at a frame rate of about 30 fps. The RGB frame has size 

640 × 480 and 8-bit for each channel, whereas the depth frame with 11-bit depth. Depth is 

favourable in face detection and tracking considering that face may not have consistent 

colour and texture. In the meantime, it able to occupy an integrated region in space. The 

camera has 57⁰ horizontally and 43⁰ vertically range of view, with the minimum 

measurement range of 0.6 meter (m) and maximum range is somewhere between 4-5 m. 
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Thus, for the experiment, the camera is set up at range 1 m in front of the subjects as shown 

in Figure 3.2.  

 

 

 

 

 

Figure 3.2: The Experimental Setup 

With the help of the sensor, Windows SDK and the Face Tracking SDK, the Kinect 

enable to developed applications to track human faces in real-time. The face tracking engine 

determines 3D positions of semantic facial feature points as well as 3D head pose. It tracks 

the 3D location of 121 points. Additionally, the Face Tracking SDK fits a 3D mask to the 

face. The 3D model is based on the Candide 3 model (Universitet, 2012), which is a 

parameterized 3D face mesh specifically developed for model-based coding of human faces. 

This 3D model is widely used in head pose tracking (Saeed & Al-Hamadi, 2015).  

As already indicated, Kinect sensor allows low cost sensing with high capture speed. 

However, the 3D maps provided by Kinect are very noisy and have relatively low resolution 

in comparison to typical devices, such as thermal cameras utilized in facial expression 

recognition. In consequence, many important fiducial points such as eye and mouth corners 

are not precisely locatable. Even more, some fiducial markers undergo occlusion, 

particularly the points that are located closed to the nose. 
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3.2.3  Database Structure 

The database contained of full RGB images, face RGB images and 2D facial points 

retrieved from the experiment. Each of the datasets was arranged by (i) subjects, (ii) 

emotions and (iii) ethnics accordingly. The hierarchy of the database is best explained via 

Figure 3.3. 

 

 

 

 

Figure 3.3: Hierarchy of MUA3D Database 

 

 

Figure 3.4: Facial Images for 7 Basic Expressions (Angry, Disgust, Fear, Happy, Neutral, 

Sad and Surprise) 

 

 

Figure 3.5: Facial Images for 4 Different Ethnicity (Iban, Malay, Indian and Chinese) 
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3.3  Feature Extraction 

First step in analysing the faces is to go through the images or data and extract the 

pixels that can be used to study the faces. Without much information, our machine may not 

able to decide the desired characteristic precisely. However, too much of information also 

can lead to confusion thus increase the false positive decisions. The fundamental thought is 

to get information which is significant to the classification task which includes edges, points 

or even objects. Therefore, this research proposed to compare several techniques in order to 

extract all relevant shape features for the classifier to train, which are HOG, LBP and SIFT. 

3.3.1  Histogram of Oriented Gradients 

Histogram of Oriented Gradients (HOG) is one of a global descriptor in which it 

describes and generalizes the image as altogether. HOG act by a sliding window through the 

image which initiated on a square cell, as for example 8x8 cells that to find the local intensity 

gradients. Next, the unspecified gradient vector in each 8x8 cells is calculated, producing 

size 64 gradient vectors. Each magnitude from the vector then split between neighbouring 

bins of histogram, depending on the angle of the histogram. The stronger gradient vector has 

more affect to the histogram. Figure 3.6 shows an example of the HOG process in an image 

window (Shu et al., 2011). After going through all cells in the image, the histogram then 

normalized in blocks with its neighbouring histogram to rule out sensitive effect from the 

illumination and variation of contrast. The same formula of normalization applied, in which 

the bins in 4 neighbouring histograms are divided by the total magnitude. The feature vectors 

are then used for training process (Dalal & Triggs, 2005).  



34 

 

 

Figure 3.6: The HOG Operation (Shu et al., 2011) 

3.3.2  Local Binary Pattern 

Local Binary Pattern (LBP) is one of the best performing pattern descriptors and is 

extensively applied in various fields. It labelled every pixel of an image by threshold the 

centre pixel of 3x3 neighbour pixel with the value 1 if the intensity is lower than the centre 

pixel and 0 if the intensity is higher than the centre pixel for entire image. The 8-bit values 

are then converted into decimal as shown in Figure 3.7 (Ahonen et al., 2006).   

 

Figure 3.7: The LBP Operation (Ahonen et al., 2006) 
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This then formed the histogram with 8 bins of the labelled image, which contains the 

information of the intensity pattern for the image. 

3.3.3  Scale Invariant Feature Transform 

Lowe (2004) has introduced Scale Invariant Feature Transform (SIFT) algorithm that 

able to extract distinctive invariant features from images that either in different scale and 

rotation, and also changes in viewpoint and illumination. There are four fundamental steps 

for the algorithm. Firstly, the Laplacian of Gaussian (LoG) process, where the image will be 

applied for blurry effect to blur out the noises and the Laplacian derivative are calculated. 

From this, the edges and corners of the images are located. However, since Laplace can be 

intensively computed, this algorithm uses the difference between two consecutive scale 

space called Difference of Gaussian as shown in Figure 3.8.  

 

Figure 3.8: Difference of Gaussian Method (Rattani & Tistarelli, 2009) 
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For each octave of scale space, the initial image is repeatedly convolved with 

Gaussians to produce the set of scale-space images. The adjacent Gaussian images are then 

subtracted to produce the Difference of Gaussian images, which help to down-sampled it by 

factor of two. The process is then repeated until the maximum iteration is reached. This 

method has mathematically made the Laplacian of Gaussian to be scale invariant (Lowe, 

2004). After detected all the key points’ locations, low-contrast and edges key points are 

eliminated. Then, the next step involves orientation assignment to each remaining key points 

so that it will be invariant to rotation. An orientation histogram with 36 bins is then created 

where the neighbours of key points are gathered depends on the scale, gradient magnitude 

and direction of the region. This orientation histogram then produced the key descriptor. 36 

bins orientation histogram then formed into a 16x16 block, which then divided into 16 sub-

blocks of 4x4 sizes. 8 bins histogram is then constructed from the sub-blocks which 

representing a vector from the key descriptor. These values are then extracted for training 

process. 

3.4  Classification 

Classification is the most crucial part in machine learning process. The optimal result 

to determine the best classifier are said to be subjective to the problem domain (Cover & 

Hart, 1967). In the direction of choosing the best classifier, three classifiers were selected 

for the experiment which are SVM, Decision Tree and KNN. The classifiers are set and 

trained using k-fold cross-validation method in all experiments in this research. At each fold, 

nine subsets are used to train the classifier while one subset is used for validation. 
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3.4.1  Support Vector Machine 

Support Vector Machine (SVM) is a machine learning algorithm that has a role in 

separation of classes as a classifier. It applies statistical learning theory by dividing training 

data using a decisions boundary, called kernel (Cristianini & Shawe-Taylor, 2000). 

Generally, the boundary exists in the format or hyperplane in multidimensional space. 

Theoretically, the fundamental in implementing SVM is the mathematical programming 

techniques and kernel functions (Burbidge & Buxton, 2001). In real-world applications, 

problems are usually complex. Thus, SVM exists with tuning parameters (regularization 

parameter, gamma and kernel) in order to achieve good results based on the tested dataset. 

While using SVM, normally researcher confronts with the choice of which kernel to 

use thenceforth how to specify the parameters. As for kernel, the researcher has to choose 

an order to use linear, polynomial or Gaussian kernel. The suitable type of kernel depends 

on the problem itself. The regularization parameter will affect the margin of the hyperplane, 

as the larger its value the smaller the margin and increase the accuracy for the classification. 

Meanwhile, the gamma parameter indicates the distance between the classification lines with 

the point to be considered. The higher the gamma value, the range for consideration to the 

line will be smaller. For this research, the kernel for each experiment is tested using all kernel 

and the best result are chosen as the representative of SVM classifier. 

SVM is considered as a prominent classifier for face analysis experiments (Chu et 

al., 2017; Muhammad et al., 2017; Valstar et al., 2017). Its performance will be further 

evaluated against the other classifier in Chapter 4. 
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3.4.2  Decision Tree 

Decision Tree is one of basic classification algorithm in machine learning. Brief idea 

of decision tree is to divides the plotting area of graph into smaller part by introducing lines 

repetitively. The process will iterate until either has meet pure classes, in which the part of 

the group contains only a single class category or until the criteria of the classifier are met. 

The process is called impurity, where it traces each group for available members to divide 

on (Quinlan, 1969). Usually for big amount of data, a threshold percentage of impurity is 

used to stop the iteration for faster performance but may affect the accuracy (Rokach & 

Maimon, 2008). The impurities are measured by entropy, which are calculated by the 

Equation 3.1, where 𝐻 represent the entropy and 𝑝(𝑥) is the probability of function 𝑥. 

  Equation 3.1 

At every branching stage, the decision will select the best information gain. 

Information gain is calculated by the Equation 3.2: 

𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝐺𝑎𝑖𝑛 (𝑛) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑥) − (𝑤𝑒𝑖𝑔ℎ𝑒𝑑 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 ∗ 𝑒𝑛𝑡𝑟𝑜𝑝𝑦(𝑐ℎ𝑖𝑙𝑑)) 

Equation 3.2 

When information gain is 0, means that the members are not divided and thus classified. For 

the experiment, it is best to use the maximum number of splits for the decision tree classifier. 

The use of Decision Tree for face analysis had said to be supportive when it merges the 

decision with other classifier (Kumar et al., 2017), but not much to be highlighted when act 

alone (Zhang et al., 2018).  
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3.4.3  K Nearest Neighbors 

Apt from its name, KNN algorithm classify data by refer to majority vote of its 

neighbours. The numbers of neighbours are defined as 𝑘, for example if 𝑘 = 1, the nearest 

neighbour that available to assign the class of the data is 1 or single nearest neighbour. The 

higher value of 𝑘, the range for voting will be bigger. Cover and Hart (1967) have explored 

the admissibility of the number of KNN and it occurred that single-NN has strictly lower 

probability than other KNN, but still not conclude that single-NN is the best approach for 

face analysis. Further explanation, given a point x ∈ X, the distance of each point of the data 

are calculated. The majority votes from the closest range of first 𝑘 will classify the point x.  

One of the problems occurred when a tie of voting from the neighbours usually 

happened when more than 1 𝑘 is assigned. Another problem is once the input vector is 

classified there is no indication of its weight as a member to the particular class (Cover & 

Hart, 1967). But still, the use of KNN in facial analysis is significant and show promising 

results (Bo & Li, 2018; KaviPriya & Muthukumar, 2018; Zinia et al., 2018), thus worth to 

be include in comparison. 

3.5  Emotion Mapping 

Discrete labels of emotions from the basic 7 facial expression have its limitations in 

describing the emotions. Thus, the experiment are expended from the discrete output and 

projecting them into a 2D emotional space, called Whissell Space (Whissell, 1989) as shown 

in Figure 3.9.  
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Figure 3.9: The Whissell’s Evaluation-Activation Space (Whissell, 1989) 

The assignment from the facial expression classification process has the final output 

of confidence value (CV) corresponding to each expression in percentage. Certain rules are 

applied to obtain affective weight to expose and dispose emotional incompatibilities. The 

work from Plutchik (1980) defined the “emotion orientation” values as a series of affect 

words. The Plutchik’s Wheel of Emotions (Plutchik, 1980) showed in Figure 3.10 

highlighted that eight primary emotions that are classified into opposite polar, which are 

“happy” and “sadness”, “acceptance” and “disgust”, “fear” and “anger”, “surprise” and 

“anticipation”. 

Activation 

Evaluation 
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Figure 3.10: Plutchik’s Wheel of Emotions (Plutchik, 1980) 

One of the rules applied that if emotional incompatibilities are detected, the one that has a 

closer emotional orientation to the detected emotion is chosen. Then, the coordinate for the 

affective values are calculated with the Equation 3.3, where 𝑥𝑖 and 𝑦𝑖 are the initial 

coordinate of the 7 basic expressions (“angry”, “disgust”, “fear”, “happy”, “neutral”, “sad” 

and “surprise”) whereas 𝐶𝑉(𝐸𝑖) represent the confidence values for each basic expressions 

appeared in a given spontaneous expression. 

𝒙 =
∑ 𝒙𝒊𝑪𝑽(𝑬𝒊)𝟕

𝒊=𝟏

∑ 𝑪𝑽(𝑬𝒊)𝟕
𝒊=𝟏

  and 𝒚 =
∑ 𝒚𝒊𝑪𝑽(𝑬𝒊)𝟕

𝒊=𝟏

∑ 𝑪𝑽(𝑬𝒊)𝟕
𝒊=𝟏

   Equation 3.3 
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The affective values are then chosen by applying the shortest distance formula from obtained 

coordinate (𝑥, 𝑦). 

3.6  Summary 

 In this research, the first Malaysian ethnicity facial database that consists of 4 major 

ethnics in Malaysia, which are Chinese, Iban, Indian and Malay were developed. The 

database consists of datasets that are categorised by subjects, expressions and ethnicities. 

The facial analysis conducted in this research involved three major methods which are facial 

feature extraction, classification and emotion mapping. The feature extractions are using 

HOG, LBP and SIFT descriptors, whereas the classification processes are using SVM, 

Decision Tree and KNN classifiers. Lastly, the spontaneous expressions via emotional 

mapping process by using Whissel Space is discussed. 
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CHAPTER 4  

 

 

RESULTS AND ANALYSIS 

 In this chapter, the results from the testing experiments explained in previous chapter 

are discussed. The accuracy is used to evaluate the performance of the feature and classifiers 

and also analysed the confusion matrix from each experiment. The level of accuracy is 

calculated from the percentage of successful classification group of data in each experiment 

(Equation 4.1), success rate is calculated using Equation 4.2, whereas the confusion matrix 

is defined in Table 4.1.  

𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =
𝑻𝒓𝒖𝒆 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆(𝑻𝑷)+𝑻𝒓𝒖𝒆 𝑵𝒆𝒈𝒂𝒕𝒊𝒗𝒆(𝑻𝑵)

𝑪𝒐𝒏𝒅𝒊𝒕𝒊𝒐𝒏 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆 (𝑷)+𝑪𝒐𝒏𝒅𝒊𝒕𝒊𝒐𝒏 𝑵𝒆𝒈𝒂𝒕𝒊𝒗𝒆(𝑵)
  Equation 4.1 

𝑆𝑢𝑐𝑐𝑒𝑠𝑠 𝑅𝑎𝑡𝑒 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒(𝑇𝑃)

𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 (𝑃)
   Equation 4.2 

Table 4.1: Confusion Matrix Table 

 Actual Class 

X Y 

Predicted 

Class 

X 𝑇𝑃

𝑃
× 100% 

𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒(𝐹𝑃)

𝑁
× 100% 

Y 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒(𝐹𝑁)

𝑃
× 100% 

𝑇𝑃

𝑃
× 100% 

 

These results will determine which feature and classifier that execute the best results for each 

experiment. Data confusion also evaluated from the confusion matrix. All images from the 

database are in grayscale and scaled to 100 x 100 pixels at the beginning of the experiments.  
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4.1  Ethnicity Classification 

This testing experiment is conducted to calculate the performance in classifying the 

data into four ethnic groups, which are Chinese, Malay, Iban and Indian. There are total of 

1491 images from 167 subjects to be classified. First, the performance of the facial features 

are tested, which are HOG, LBP and SIFT feature and classify it using the same classifier, 

in which the SVM classifier with 10-fold cross-validation test are chosen. The results of 

accuracy along with the success rate for each ethnicity from each different feature are shown 

in Table 4.2. 

Table 4.2: Results of Accuracy and Success Rate for Each Ethnicity from Different 

Features (SVM Classifier) 

 

Feature Accuracy 

(%) 

Success Rate (%) 

Chinese Iban Indian Malay 

HOG 94.60 95.44 94.18 96.13 92.63 

SIFT 93.83 93.31 91.78 96.77 92.96 

LBP 75.03 70.08 62.96 84.23 78.57 

 

As can be observed, HOG features had the best accuracy results, which are 94.60%, 

when classified using SVM classifier compared to the others. SIFT features show 

competitive results which is 93.83% and quite reliable in detecting Indian and Malay 

ethnicity. While LBP performance is low compared to the other two features with 75.03% 

accuracy. HOG is expected to get better result than SIFT in large-scale detection because 

HOG signifies the overall image compared to SIFT which is more decisive in describing a 

specific point in the images. Whereas, LBP may have some difficulties in dealing with 
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diverge illumination from the images as it describes based on the intensity patterns of the 

images. 

Next the performances of different classifiers (SVM, Decision Tree and KNN 

classifiers) are compared using the same facial features, which in this case the HOG feature 

are selected. Similarly, the results of accuracy and the success rate for each classifier all 

using 10-fold cross-validation test are compared and the results are presented in Table 4.3. 

Table 4.3: Results of Accuracy and Success Rate for Each Ethnicity from Different 

Classifiers (HOG Feature) 

 

Classifier Accuracy 

(%) 

Success Rate (%) 

Chinese Iban Indian Malay 

SVM 94.60 95.44 94.18 96.13 92.63 

Decision 

Tree 

54.00 50.42 46.08 61.07 55.77 

KNN 96.90 96.41 92.21 99.25 98.77 

 

The results show the performance of the best setting for each classifier. Above all, 

KNN classifier shows the best accuracy which is 96.90%. It leads the other classifiers in 

determining Chinese, Indian and Malay ethnicity with the percentage of 96.41%, 99.25% 

and 98.77% respectively. The best setting for the KNN classifier is using 𝑘 = 1 neighbour 

in this experiment, as the results are compared using 50 and 100 number of neighbour. The 

lower number of neighbour minimized the error rate because the prediction is always the 

closest to the training data itself. For SVM classifier, the best accuracy (compared to Linear) 

shown when the Kernel function are set to Cubic, which are 94.60%. It shows a reliable 

result and the highest for determining Iban ethnicity. And lastly, the Decision Tree which 

are set to Complex Tree (with maximum 100 of splits), which showed the best result 



46 

 

compared to Simple Tree and maximum 50 splits as a higher value will lead to more specific 

results. However, it still failed to perform well and show competitive result with 54.00% 

accuracy. 

Thus, from this it can be concluded that the best pair so far to determine the ethnicity 

for this experiment are the HOG features and KNN classifier. Table 4.4 shows a confusion 

matrix for the combination experiment. 

Table 4.4: Confusion Matrix of 10-fold Cross-Validation Test using HOG Feature and 

KNN Classifier (Ethnicity Data Group) 

Actual Class 

 

Predicted Class (%) 

Chinese Iban Indian Malay 

Chinese 98.31 1.25 0.25 0.25 

Iban 1.93 97.69 0 0 

Indian 1.10 2.18 99.25 0.98 

Malay 0.06 4.36 0.50 98.77 

 

From the table, Indian is the most distinctive ethnic with 99.25% success rate, 

followed by Malay, Chinese and Iban with 98.77%, 98.31% and 92.21% respectively. It can 

be said that Indians have outstanding facial features compared to other. As for this 

experiment, it also may due to the skin intensity of the subjects’ images in this groups that 

highlight the contrast. Meanwhile, Iban have the biggest confusion for this experiment, 

especially to the Chinese group, but yet still low in percentage which are 1.93% of confusion. 

From the subject group, Iban also have the highest number from mix marriage parents which 

may lead to the confusion for Chinese, Indian and Malay ethnicity.      
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4.2  Basic Facial Expression of Emotion Classification 

Similarly, as previous experiment, a testing experiment is conducted to calculate the 

performance in classifying the data into 7 distinct emotions, which are “angry”, “disgust”, 

“fear”, “happy”, “neutral”, “sad” and “surprise”. There are total of 1166 images from 167 

subjects to be classified. Likewise, the performances of the facial features are tested, which 

are HOG, LBP and SIFT feature and classify it using the same classifier, in which the SVM 

classifier with 10-fold cross-validation test are chosen. The comparison results of accuracy, 

along with the success rate for each ethnicity from each different feature are shown in Table 

4.5. 

Table 4.5: Results of Accuracy and Success Rate for Each Distinct Emotion from 

Different Features (SVM Classifier) 

Feature Accuracy 

(%) 

Success Rate (%) 

Angry Disgust Fear Happy Neutral Sad Surprise 

HOG 59.10 60.35 67.27 6.92 94.01 65.43 41.92 79.52 

SIFT 58.30 60.95 63.69 35.93 82.63 65.43 37.72 62.05 

LBP 40.82 55.03 27.38 20.96 65.27 40.12 26.95 50.00 

 

From the table above, HOG features present the best accuracy results, which are 59.10%, 

when classified using SVM classifiers compared to the others. However, HOG shows the 

lowest result for “fear” while SIFT shows the highest with 35.93%. Again as HOG feature 

signify the overall image compared to SIFT which is more decisive in describing specific 

point of image. Therefore, SIFT can detect the small difference occurred in “fear” as “fear” 

are easily confused with other expressions, especially to “surprise” and “sad”. SIFT features 

shows competitive results with 58.30% accuracy and present the best performance to 
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indicate “angry”, “fear” and the same result with HOG for “neutral” expression. LBP 

features again appear to be the lowest with 40.82% accuracy. 

Next, same with the previous, the performance of different classifiers (SVM, 

Decision Tree and KNN classifiers) are compared using the same facial feature, which in 

this case the HOG feature is selected. Similarly, the results of accuracy and the success rate 

for each classifier using 10-fold cross-validation are compared and the results are presented 

in Table 4.6. 

Table 4.6: Results of Accuracy and Success Rate for Each Distinct Emotions from 

Different Classifiers (HOG Features) 

Feature Accuracy 

(%) 

Success Rate (%) 

Angry Disgust Fear Happy Neutral Sad Surprise 

SVM 59.10 60.35 67.27 6.92 94.01 65.43 41.92 79.52 

Decision 

Tree 

31.30 28.78 27.32 22.65 53.84 29.49 27.35 32.45 

KNN 43.80 45.30 61.14 18.57 63.62 29.10 58.99 69.54 

 

The results showed the performance of each classifier. SVM classifier showed the 

best accuracy which are 59.10% which also ahead of other classifiers in determining “angry”, 

“disgust”, “happy”, “neutral” and “surprise” with the percentage 60.35%, 67.27%, 94.01%, 

65.43% and 79.52% respectively. For KNN classifier, the best performance is when using 

100 number of neighbours compared to 1 and 50 number of neighbours which lead to 43.80% 

accuracy. KKN showed highest results for determining “sad” emotions with 58.99% success 

rate. And lastly, the Decision Tree which its best results are when set to maximum 50 

numbers of splits after compared to Simple Tree and maximum 100 numbers of splits, as the 

higher number of splits may lead to under fitting. This classifier failed to show competitive 



49 

 

results with 31.30% accuracy compared to others. However, it appears to have highest 

success rate for “fear”, even though still low in percentage, which are 22.65%. 

Thus, it is concluded that the best pair so far to determine the emotion facial 

expression from this experiment is using the HOG feature extraction and SVM classifier. 

Table 4.7 shows a confusion matrix for the combination experiment. 

Table 4.7: Confusion Matrix of 10-fold Cross-Validation Test using HOG Feature 

Extraction and Classify with SVM Classifier (Emotion Data Group) 

Actual 

Class 

Predicted Class (%) 

Angry Disgust Fear Happy Neutral Sad Surprise 

Angry 60.36 7.10 3.6 3.6 9.47 13.61 2.37 

Disgust 5.95 67.27 4.17 10.71 1.79 7.74 2.38 

Fear 26.15 22.31 6.92 9.23 11.54 13.08 39.23 

Happy 0 2.40 0 94.01 0.60 1.20 1.80 

Neutral 6.17 0.62 4.32 6.79 65.43 8.64 5.56 

Sad 20.36 8.98 5.99 4.79 14.37 41.92 3.59 

Surprise 2.41 1.81 3.01 7.83 4.22 1.20 79.52 

From the table above “happy” is the most distinctive emotion with 94.01% success 

rate, followed by “surprise”, “disgust”, “neutral” and “angry” with 79.52%, 67.27%, 65.43% 

and 60.36% respectively among the high success rate. As expected, “happy” and “surprise” 

appear to be among the highest in accuracy as the two expressions are the most frequently 

used in communication and therefore quickly identified compared to others (Du & Martinez, 

2011). Whereby, “angry”, “disgust”, “sad” and “fear” expression appear to be difficult to 

classify as all four are categorized as negative emotions which are often difficult to be 

classified (Kulkarni et al., 2009). These emotions are also observed to occasionally appear 
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in combinations, in which one of them shows higher intensity (Kulkarni et al., 2009). “Sad” 

and “fear” appear to be among the lowest success rate with 41.92% and 6.92% respectively. 

As for “fear”, the biggest confusion for this experiment appears to occur with “surprise”, 

which can be explained by Roy-Charland et al. (2014) where the difficulty in recognising 

“fear” may account for the similar visual configuration with “surprise”. As for “sad”, it often 

appears as micro-expressions, which occurs very brief especially for people who done it 

spontaneously or without experience in acting the emotions like the subjects for this 

experiment. This also means that usually hard for people to express their sadness and causing 

difficulty in detecting sadness. Therefore, the result for “sad” is less adequately recognized 

and show strong asymmetric confusion with the others, especially “angry” and “neutral”. 

However, “neutral” and “anger” expression are rarely confused for “sad”. 

In other hand, we may observe the results in correspond to the AUs for each emotion. 

As mentioned in Chapter 2 before, Calvo et al. (2018) concluded that “surprise” usually 

includes the activation of AU 1 + 2 + 5 + 25 + 26. Note that “fear” activates AU 1 + 5 + 25, 

which are subsets of those of “surprise”. Therefore, “fear” is confused as “surprise” and not 

the other way round. Same occurred in “sad” which includes AU 1 + 4 + 15. If the AU 15 is 

not notable, which in Calvo et al. (2018) only 0.98 AU evidence scores of significance for 

“sad”, it can be confused with “angry” and “disgust” for the existence of AU 4 (with AU 

evidence score of 1.55 for sad). It also may be confused with “fear” and “surprise” for the 

presence of AU 1 (with AU evidence score of 1.38 for “sad”). Unlike “happy”, even though 

it only includes AU 6 + 12 + 25, each AU have 2.88, 4.06 and 2.07 evidence score 

respectively, which makes it easier to be distinguished compared to other emotions. As for 

“anger” in other hand, with AU 4 + 7, have risk to be confused with “disgust” (AU 4 + 6 + 
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7 + 9 + 10) as it is subset for the expression, and also “sad” if the AU 7 (with AU evidence 

score of 0.89 for “anger”) is not observable.  

4.3  Classify Basic Facial Expression of Emotion of Same Ethnicity 

The testing experiment was conducted to compare the performance in detecting the 

7 distinct emotions for each specific ethnicity. The emotions are grouped based on their 

ethnicity and the distribution of the data is as stated in Table 4.8.  

Table 4.8: Data Distribution in Detecting Basic Facial Expression of Emotion of Same 

Ethnicity 

Ethnicity No. of Images No. of Subjects 

Chinese 278 40 

Iban 237 34 

Indian 320 47 

Malay 331 48 

The performance is tested using the best combination of HOG feature and SVM 

classifier with 10-fold cross-validation test. The comparison results of accuracy, along with 

the success rate for emotions for each ethnicity are shown in Table 4.9, Table 4.10, Table 

4.11 and Table 4.12. 
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Table 4.9: Confusion Matrix of 10-fold Cross-Validation Test using HOG Feature and 

SVM Classifier (Emotion Data Group-Chinese) 

Actual 

Class 

Predicted Class (%) 

Angry Disgust Fear Happy Neutral Sad Surprise 

Angry 37.50 2.50 7.50 2.50 20.00 25.00 5.00 

Disgust 12.50 47.50 12.50 20.00 0 0 7.50 

Fear 22.50 12.50 0 10.00 17.50 2.50 35.00 

Happy 0 2.56 0 94.87 0 2.56 0 

Neutral 17.50 0 7.50 5.00 55.00 10.00 5.00 

Sad 28.21 7.69 0 12.82 15.38 30.77 5.13 

Surprise 0 0 5.00 15.00 2.50 2.50 75.00 

 

Table 4.10: Confusion Matrix of 10-fold Cross-Validation Test using HOG Feature and 

SVM Classifier (Emotion Data Group-Iban) 

Actual 

Class 

Predicted Class (%) 

Angry Disgust Fear Happy Neutral Sad Surprise 

Angry 44.12 20.59 14.71 2.94 2.94 14.71 0 

Disgust 2.94 58.82 5.88 17.65 0 14.71 0 

Fear 32.35 14.71 2.94 11.76 8.82 8.82 20.59 

Happy 0 0 0 100.00 0 0 0 

Neutral 15.15 3.03 9.09 15.15 45.45 6.06 6.06 

Sad 17.14 5.71 0 2.86 8.57 62.86 2.86 

Surprise 3.03 0 6.06 3.03 9.09 0 78.79 
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Table 4.11: Confusion Matrix of 10-fold Cross-Validation Test using HOG Feature and 

SVM Classifier (Emotion Data Group-India) 

Actual 

Class 

Predicted Class (%) 

Angry Disgust Fear Happy Neutral Sad Surprise 

Angry 74.47 2.13 4.26 2.13 8.51 8.51 0 

Disgust 4.35 52.17 2.17 26.09 6.52 2.17 6.52 

Fear 20.00 13.33 2.22 6.67 11.11 17.78 28.89 

Happy 0 4.26 0 93.62 2.13 0 0 

Neutral 9.09 2.27 2.27 9.09 54.55 4.55 18.18 

Sad 28.89 8.89 15.56 4.44 11.11 28.89 2.22 

Surprise 2.17 0 0 6.52 13.04 4.35 73.91 

 

Table 4.12: Confusion Matrix of 10-fold Cross-Validation Test using HOG Feature and 

SVM Classifier (Emotion Data Group-Malay) 

Actual 

Class 

Predicted Class (%) 

Angry Disgust Fear Happy Neutral Sad Surprise 

Angry 41.67 12.50 8.33 6.25 14.58 14.58 2.08 

Disgust 14.58 37.50 8.33 18.75 6.25 6.25 8.33 

Fear 6.25 18.75 10.42 10.42 8.33 10.42 35.42 

Happy 0 6.38 426 82.98 0 2.13 4.26 

Neutral 13.33 0 2.22 13.33 51.11 13.33 6.67 

Sad 16.67 12.50 10.42 6.25 18.75 29.17 6.25 

Surprise 4.26 6.38 12.77 17.02 2.13 2.13 55.32 

 

Overall, it can be concluded that the pattern for the results are almost as in Table 4.7, 

with lower percentages. This might be due to the decrease number of overall samples in each 
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experiment for each ethnicity. “Happy” still achieved the highest success rate for all 

ethnicity, and the most performed is Iban ethnic with 100% prediction score. “Fear” again 

appears to achieved the lowest success rate for all ethnicity, the worst for Chinese ethnic 

with 0% prediction score. It can be said that Chinese hardly express “fear” and tend to be 

confused with “surprise” (35.00%), which similarly explained in previous discussion 

(Experiment 4.2). Fear expression involves activation of AU1, AU5 and AU25, which 

involving inner brow, upper lid and also lips. This features movements are less noticeable 

for Chinese ethnic which caused the low percentage. Other than that, “fear” also is 

significantly confused with “angry” especially for Iban ethnic, which scores the highest 

among other emotions with 32.35%. From this, the expression of “fear” for certain ethnicity 

especially Iban might also involve the activation of AU4 or AU7 which caused this 

confusion.  

The next emotion that appears to have low success rate is “sad” for all ethnic where 

Iban with highest score which is 62.86%. The percentage is interestingly higher compared 

to other ethnic which can only score around 25% to 30% and only 17.14% confusion with 

“angry”. It can be said that Iban have their distinctive way in portraying sad expression. It is 

also notable that for all ethnicity, “sad” are likely to be confused with “angry”, especially for 

Indian, which share the same success rate of 28.89%. This may be due to the AU 1 and AU 

15 being less expressed or there exist the activation of AU7 that caused this confusion. As 

for “angry”, Indian appear to be the most outstanding in percentage with 74.47% compared 

to others which are mostly lower than 50%.  
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4.4  Classification of Ethnicity from Basic Facial Expressions 

Testing in determining the ethnicity for each facial expression of emotion image is 

also conducted. The relevance for this experiment is to observe any differences in term of 

accuracy in detecting ethnicity when given a facial expression of emotion image. The 

distribution of the data used for the experiment is as shown in Table 4.13. 

Table 4.13: Data Distribution in Detecting Ethnicity from Basic Facial Expressions of 

Emotion 

Facial Expression of Emotion No. of Images 

Angry 169 

Disgust 168 

Fear 167 

Happy 167 

Neutral 162 

Sad 167 

Surprise 166 

 Again, the performances of this experiment are tested using HOG feature and classify 

using SVM classifier with 10-fold cross-validation test. The comparison results of accuracy, 

along with the success rate for ethnicity for each facial expression are shown in following 

tables. 
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Table 4.14: Confusion Matrix of 10-fold Cross-Validation Test using HOG Features and 

SVM Classifier (Angry Data Group) 

Actual Class 

 

Predicted Class (%) 

Chinese Iban Indian Malay 

Chinese 52.63 35.29 8.16 8.33 

Iban 26.32 50.00 2.04 12.50 

Indian 10.53 5.88 75.51 8.33 

Malay 10.53 8.82 14.29 70.83 

Table 4.15: Confusion Matrix of 10-fold Cross-Validation Test using HOG Features and 

SVM Classifier (Disgust Data Group) 

Actual Class 

 

Predicted Class (%) 

Chinese Iban Indian Malay 

Chinese 40.82 37.50 0.00 16.67 

Iban 28.57 37.50 2.56 14.58 

Indian 14.29 6.25 84.62 8.33 

Malay 16.33 18.75 12.82 60.42 

 

Table 4.16: Confusion Matrix of 10-fold Cross-Validation Test using HOG Features and 

SVM Classifier (Fear Data Group) 

Actual Class 

 

Predicted Class (%) 

Chinese Iban Indian Malay 

Chinese 54.05 29.73 2.50 15.09 

Iban 29.73 32.43 0.00 20.75 

Indian 8.11 13.51 85.00 5.66 

Malay 8.11 24.32 12.50 58.49 
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Table 4.17: Confusion Matrix of 10-fold Cross-Validation Test using HOG Features and 

SVM Classifier (Happy Data Group) 

Actual Class 

 

Predicted Class (%) 

Chinese Iban Indian Malay 

Chinese 52.63 33.33 2.44 8.70 

Iban 34.21 35.71 2.44 10.87 

Indian 5.26 14.29 82.93 10.87 

Malay 7.89 16.67 12.20 69.57 

Table 4.18: Confusion Matrix of 10-fold Cross-Validation Test using HOG Features and 

SVM Classifier (Neutral Data Group) 

Actual Class 

 

Predicted Class (%) 

Chinese Iban Indian Malay 

Chinese 61.76 32.43 2.70 11.11 

Iban 23.53 48.65 2.70 11.11 

Indian 8.82 5.41 91.89 9.26 

Malay 5.88 13.51 2.70 68.52 

Table 4.19: Confusion Matrix of 10-fold Cross-Validation Test using HOG Features and 

SVM Classifier (Sad Data Group) 

Actual Class 

 

Predicted Class (%) 

Chinese Iban Indian Malay 

Chinese 64.71 27.27 8.33 7.69 

Iban 26.47 57.58 0.00 13.46 

Indian 0.00 3.03 75.00 15.38 

Malay 8.82 12.12 16.67 63.46 
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Table 4.20: Confusion Matrix of 10-fold Cross-Validation Test using HOG Features and 

SVM Classifier (Surprise Data Group) 

Actual Class 

 

Predicted Class (%) 

Chinese Iban Indian Malay 

Chinese 53.85 27.03 4.55 15.22 

Iban 23.08 43.24 6.82 10.87 

Indian 12.82 16.22 75.00 4.35 

Malay 10.26 13.51 13.64 69.57 

 It can be said that Indian has the most accuracy for every expression, followed by 

Malay, then Chinese and Iban. The patterns are similar to previous experiment 4.2, except 

the obvious decrement in percentage. It might be due to the decreasing in number of overall 

samples for each facial expression. The highest success rate for Indian is from “neutral” data 

with 91.89%. This may because for neutral expression, their distinctive facial expression is 

highlighted and not to be confused with other expression. Iban appeared to have the lowest 

success rate for all expression, especially for “fear” with 32.43%. Amongst all expression, 

“fear” appears to caused biggest confusion due to high similarities to others. As discussed 

before in Chapter 4.1, Iban also have the highest number from mix marriage parents, which 

is 24% of the data, that may lead for the confusion for Chinese, Indian and Malay ethnicity. 

From this, it can be observed that different expression affects the accuracy in classification 

the ethnicity.  

4.5  Emotion Mapping of Spontaneous Facial Expression 

In this emotion mapping experiment, the theory from Chapter 3.5 is performed, in 

which the end result determines the emotions described from the Whissell Space using 
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subject samples from the spontaneous dataset. Figure 4.1 listed 10 random samples from the 

dataset.  

     

(a)  (b)  (c)  (d)  (e) 

     

(f)  (g)  (h)  (i)  (j) 

Figure 4.1: 10 Random Samples from Spontaneous Dataset 

In this experiment, the classifier models from previous experiment on emotions 

(Chapter 4.2) are used to obtain the confidence values for each emotion of the subjects from 

the spontaneous dataset. The closest emotional orientation is chosen according to the 

Plutchik’s Wheel of Emotions and the result from that, the coordinate is obtained using 

Equation 3.3. The closest affective values are labelled by calculating the shortest distance 

from the coordinate point. The emotion mapping for subject (a) from Figure 4.1 is shown in 

Figure 4.2. 
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Figure 4.2: Associated Confidence Values of Emotions for Subject (a) from Figure 4.1 

 

 

Figure 4.3: Example of Emotional Mapping for Subject (a) from Figure 4.1 

The image discrete emotion class assigned confidence value of 82% to “anger”, 85% 

to “disgust” and 82% to “sad”, and the rest are assigned zero for subject (a). The coordinates 

calculated happened to be closest to “confused” at (-0.75, 0.45), thus resulting the predicted 

affective value. The results for the rest of the subjects are in the Table 4.21. 
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Table 4.21: Results of Predicted Affective Value for Samples from Spontaneous Dataset 
S

u
b

je
ct

 

Confidence Values, CV (𝑬𝒊) Predicted 

Affective 

Value 

Ground 

Truth Based 

on 7 Basic 

Expressions A
n

g
ry

 

D
is

g
u

st
 

F
ea

r
 

H
a
p

p
y
 

N
eu

tr
a
l 

S
a
d

 

S
u

rp
ri

se
 

(a) 0.82 0.85 0 0 0 0.82 0 Confused Angry 

(b) 0.81 0.89 0 0 0 0 0.78 Furious Angry/Disgust 

(c) 0.81 0 0 0 0 0 0.91 Astonished Angry/Fear 

(d) 0 0.87 0 0 0 0.82 0 Sorrowful Angry/Sad 

(e) 0.81 0.83 0 0 0 0 0.88 Furious Disgust 

(f) 0 0 0.83 0 0.84 0 0.84 Attentive Fear 

(g) 0 0 0 0.94 0 0 0 Happy Happy 

(h) 0.83 0.87 0 0 0.82 0 0 Fear Neutral 

(i) 0 0.83 0 0 0 0.8 0 Discouraged Sad 

(j) 0 0.82 0 0 0 0 0.77 Furious Surprise 

 

From this experiment, the affective values of spontaneous expressions from the confidence 

values of 7 basic expressions are predicted. Compared to the 7 basic expressions, the 

affective values explained more on the behavioural and emotional values of the spontaneous 

reactions.  

4.6  Summary 

The combination of HOG features and KNN classifier is the best recommendation so 

far for ethnic recognition, whereas HOG features and SVM classifier is best for emotion 

recognition. Indian ethnicity appears to be the most distinct among others. Meanwhile, 

“happy”, is the most recognizable emotion and “fear” is the hardest to be distinguished. Also 
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from the research, the emotions are better described by using the Whissell Space. It also can 

be observed that different expression affects the accuracy result in ethnic classification. Iban 

occurs to have lowest success rate in predicting ethnicity for all expressions.  

  



63 

 

CHAPTER 5  

 

 

CONCLUSION AND FUTURE WORK 

5.1 Introduction 

This chapter concluded the overall achievements and findings that have been 

obtained in developing the research. The observation and results from testing experiments 

are further reviewed. Limitation and suggestion for potential future works related to the 

research are also covered in this chapter. 

5.2 Conclusion 

This research mainly contributes on establishing and analysing MUA: Malaysian 

Ethnic Group Face Database, which is also the first Malaysian ethnicity facial database and 

thus a leading study in analysing facial expressions between Chinese, Iban, Indian and Malay 

ethnicities. The database includes continuous emotion facial expression for “angry”, 

“disgust”, “fear”, “happy”, “neutral”, “surprise” and “sad” with low to high intensity of the 

facial expressions. It also consists of spontaneous facial expression with the ground truth of 

the subjects’ emotion recorded from the reaction of simulating videos. The recordings are 

allowed to includes obstacles like subjects wearing scarf, hair, cap and glasses. These 

obstacles are important in order to assure the reliability of the study to be applied into real-

world applications. 

In order to achieved higher accuracy in face recognition, the selection of facial 

feature and classifier are crucial. Therefore, for this research, the performance between 

HOG, LBP and SIFT are calculated to acquire the best facial feature extraction method. The 

comparison between SVM, KNN and Decision Tree classifier are also executed for both 
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ethnicity and facial expression recognition. From the experiments, it can be observed that 

HOG feature is compatible and achieving highest accuracy for both emotion and ethnicity 

recognition. The achievement for the classifiers’ performances are competitive for KNN and 

SVM. The best pair for ethnic classification is using HOG feature and KNN classifier, 

whereas for emotion facial expression is using HOG feature and SVM classifier. 

Between the 4 ethnicities, the ethnic recognition for Indian appears to be the most 

outstanding with highest accuracy among others.  Meantime, “happy” appeared to be the 

most recognizable emotion facial expression with highest accuracy and “surprise” to be the 

second. “Angry”, “disgust”, “sad” and “fear” shows to be less recognizable and “fear” turn 

out to be the least with lowest success rate among all expressions. Different facial 

expressions occurred to have influence in the accuracy for ethnic classification. 

Researches nowadays moving towards detecting the emotions spontaneously and 

unintentionally. Thus, better way to describe emotion is compelling to be executed. Thus, 

emotion mappings are done to describe affective values from the spontaneous facial 

expressions. Other than that, the emotional mapping also helps in describing the facial 

expressions from the spontaneous dataset better using the Whissell Space.  

The first objective is achieved by discussed results in classifying different facial 

expression of emotion from each ethnicity. Different ethnicity proved to have different 

sensitivity to express certain emotions. From the experiment, Iban’s “happy” expressions are 

easily recognisable, whereas Chinese appear to have most confusion in expressing “fear”. In 

this research, intensive analysis in classifying basic facial expression between each ethnicity 

are discussed. Hence, these partially agreed to the hypothesis, as the ethnicity categorization 

may improve the facial expression classification using FACS.  
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The second objective is achieved by classifying emotion mapping of spontaneous 

facial expression using Whissel Space. The predicted affective values are compared with the 

ground truth recorded during the data collection. This research showed that the method 

proved to be successfully describe on the behavioural and emotional values of the 

spontaneous facial expression compared to the basic facial expression.  

The experiment to detect ethnicity from each basic facial expression are also 

conducted in order to investigate the success rate of ethnicity classification from the specific 

facial expressions. However, the results show that the success rate in classifying ethnicity 

from each facial expression of emotion decreased compared to the ethnicity classification 

from the whole database. Thus, this deny earlier hypothesis that the deformation of facial 

expression using FACS can improved ethnicity classification. However, the results might 

due to limited number of data after specific allocation of basic facial expression from the 

database. Intensive analysis discussed to investigate the cause of confusion from the facial 

deformation for facial classification. 

5.3 Future Work 

There are still other approaches in improving the result for facial expression 

classification of ethnicity. One of the improvements for this project is to increase the number 

of image samples, because the current number of images are still low which are less than 50 

images for each ethnicity. In order to have higher accuracy and precision result, a greater 

number of samples is suggested. The study can be further explored for other ethnicities to 

analyse the cross-cultural relation of emotion in multicultural country of Malaysia.   

For future work, the database can be improved by includes 3D face dataset into the 

database. 3D data may contain more information and details from the face compared to 2D 
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data and images. Some research nowadays proven to enhance the accuracy result for facial 

expression recognition. This 3D dataset can be further analysed as the visual information 

studies nowadays are actively researching into the 3D data in order to create various 

application in future. 

More suggestions of facial feature and classifier can be further analysed in which 

might result in improved accuracy. From the thesis, it is proven that different facial feature 

and classifier affecting the results of ethnic and emotion facial classification. It is also 

recommended for further research to use combination of classifiers in order to obtain better 

results and lower the percentage of confusion.  

From this, research on the specific AUs appear for each expression for each ethnicity 

can be conducted, which realistically may improve the recognition accuracy. The 

experiments from the thesis shows that specific combination of AUs appeared with different 

intensities appeared in different emotion facial expression. Different ethnicities also portray 

particular AUs in interpret basic facial expression of emotion. Therefore, specific 

identification of AUs may lead to further research that lead to increase the result of emotion 

facial expression recognition. It also helps to minimize false positive and false negative 

during the classification process. 

The idea from this research can be further expanded into software development that 

can be used to collect data and perform face recognition, ethnic recognition and emotion 

recognition especially for Malaysian. A lot of cognitive and psychological field may benefit 

to the development of software that are usable to the end-user. It also an advantage if it can 

be developed into live video feed recognition. The ability to recognize emotion facial 
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expression from live video may be useful in commercial areas. However, it is expected to 

encounter various obstacles in order to analyse and perform recognition it in a short time.  
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 APPENDIX 

AU Discription Facial Muscle Involved Example Image 

1 

Inner Brow 

Raiser 
Frontalis, pars medialis 

 

2 

Outer Brow 

Raiser Frontalis, pars lateralis 

 

4 

Brow Lowerer 
Corrugator supercilii, 

Depressor supercilii 
 

5 

Upper Lid 

Raiser 

Levator 

palpebrae superioris 
 

6 

Cheek Raiser Orbicularis oculi, pars 

orbitalis  

7 

Lid Tightener Orbicularis oculi, pars 

palpebralis 
 

9 

Nose Wrinkler 
Levator labii 

superioris alaquae nasi 
 

10 

Upper Lip 

Raiser Levator labii superioris 

 



83 

 

11 

Nasolabial 

Deepener Zygomaticus minor 

 

12 

Lip Corner 

Puller 
Zygomaticus major 

 

13 

Cheek Puffer 

Levator anguli oris 

(a.k.a. Caninus) 

 

14 

Dimpler 

Buccinator 

 

15 

Lip Corner 

Depressor 

Depressor anguli 

oris (a.k.a. Triangularis) 
 

16 

Lower Lip 

Depressor 
Depressor labii 

inferioris 

 

17 

Chin Raiser 

Mentalis 
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18 

Lip Puckerer Incisivii labii 

superioris and Incisivii 

labii inferioris  

20 

Lip stretcher 

Risorius w/ platysma 

 

22 

Lip Funneler 

Orbicularis oris 

 

23 

Lip Tightener 

Orbicularis oris 

 

24 

Lip Pressor 

Orbicularis oris 

 

25 

Lips part** Depressor labii 

inferioris or relaxation 

of Mentalis, or 

Orbicularis oris 

 

26 

Jaw Drop 
Masseter, relaxed 

Temporalis and internal 

Pterygoid 
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27 

Mouth Stretch 

Pterygoids, Digastric 

 

28 

Lip Suck 

Orbicularis oris 

 

41 

Lid droop** Relaxation of Levator 

palpebrae superioris  

42 

Slit 

Orbicularis oculi 

 

43 

Eyes Closed Relaxation of Levator 

palpebrae superioris; 

Orbicularis oculi, pars 

palpebralis 

 

44 

Squint Orbicularis oculi, pars 

palpebralis  

 


