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ABSTRACT 


Electroencepha logram (EEG) signal is extensively used fo r the diagnosis o f va rio us kinds of 

neuro logica l bra in disord ers . The classification of normal and abnorma l e lectrica l brain spikes 

through visual inspection is highly subj ective and va rying across medica l experts. Hence, in this 

project, compari sons between multiple supervised learning ap proaches are prese nted, in o rder to 

discr iminate those epileptifo rm EEG signals da ta from non-epileptiform w ith hi gh 

ge ncral izability and promising results. Furthermore, both Di sc rete Wave let Transfo rm (DWT) 

and Independ ent Component Ana lysis (le A) are incorpora ted res pecti vely as a preprocessing 

stage on reducing dimensionality, bes ides removin g unnecessary noi se adequ ate ly. Thcn , a set o f 

stati stica l extracted features are served as input parameters to va ri ous mac hine learning 

classifiers, name ly Mu ltilayer Perceptron Neu ra l N etwork (M LPNN), Adapti ve Ne uro-Fuzzy 

Inference System (A N FIS) and Support Vector Machine (S VM) respective ly with two di screte 

outputs (normal or epilepsy). As a result , the experimental outputs in ferred that the wave let 

coeffic ie nts w hi ch extracted by DWT, have demonstrated as the most well represe ntation ofEEG 

signa ls. Hence, the ANFI S cl ass ifier which trained on these sa lient features us ing combination of 

neuralnctwork lea rning ca pabilities and fu zzy logic decision makin g approach, has depic ted thc 

highest c1ass iti cation perfo rmance acc uracy of 99.35% (ICA+ANFIS) and 99.67% 

(DWT+ANFIS) respecti ve ly. Meanwhile , o thers c lassitie rs namel y, MLPNN and SV M, ha ve 

a lso proven the diagnosti c results with potentia lly hi gh accura cies, which are 94.39% 

( ICA+MLPNN), 93.67% (DWT+MLPNN), and 96.22% (ICA+SVM), 94.39% (DWT+SVM) 

res pect ive ly, a fter tunin g the system parameters. Therefo re, these findin gs y ie ld promising 

outcomes to be prese nted as a iramework for training and testing epil eptic pred iction on EEG 
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data by configuring inte lli gent devices, so that every patient can be treated in an opti mum 

manner, prior to surgica l evaluati on. 

Keywords: Electroencephal ogram (EEG), Epi leptic se izure, Independen t Component Analys is 

(ICA), Discrete Wavelet Transform (DWT), Multilayer Perceptron Neural Netwo rk (MLPNN), 

Adapti ve Neuro-Fuzzy In ference System (ANFlS) , Support Vector Mach ine (SVM) 
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ABSTRAK 


Isyarat electroencephalogram (EEG) digunakan seca ra meluas untuk diagnosis pelbagai jenis 

gangguan saraf otak. Pengkelasan tersebut normal dan tidak norm al otak e lektrik pakuan me lalui 

pemeriksaan visual adalah sangat subjektif dan berbeza-beza merentasi pakar-pakar perubatan . 

Oleh yang demikian, dalam projek ini , perbandingan an tara pelbagai pendekatan pembelajaran 

diselia terkenal dibentangkan, untuk memilih bulu epileptiform itu EEG isyarat data dari 

epileptitorm dengan generalizability tinggi dan menjanjikan keputusan. Selain itu, kedua-dua 

mengubah ubahan diskret (DWT) dan analisis komponen bebas (leA) digabungkan mas ing­

masing sebagai peringkat preprocess ing mengurangkan dimensionality, sela in daripada 

mengeluarkan bunyi bis ing tidak perlu secukupnya. Kemudia n, satu set c iri -ciri diekstrak 

statistik di sajikan sebagai input parameter untuk mesin pelbagai pembelaj ara n classifiers, iaitu 

rangkaian Neural Multilayer Perceptron (MLPNN), sistem inferens Neuro-kabur mudah suai 

(ANFIS) dan Mesin Yekto r Sokongan (SYM) masing-masing dengan dua output diskret (biasa 

atau sawan). Hasilnya, keluaran eksperime n disimpulk an babawa pekali ubahan dengan yang 

dipetik oleh mati , telah menunjukkan sebagai mewakili Tempahan serta isyarat EEG . Oleh yang 

demikian , Pengelas ANFIS yang terlatih mengenai ciri-ciri-ciri yang menggunakan gabungan 

Rangkaian neura l pembelajaran logik kabur pendekatan membuat keputusan, dan keupayaan 

telah digambarkan klasifikasi prestasi ketepatan ya ng tinggi. Sementara itu, orang la in classifiers 

iaitu MLPNN dan SYM, juga telah membuktikan has il diagnostik dengan ketepatan perakaman 

yang berpotensi tinggi, selepas penalaan parameter sistem. Oleh itu, penemuan ini menghasilka n 

menjanjikan ha sil yang akan dibentangkan sebagai satu rangka kerja untuk latihan dan ujian 

ramalan epilepsi EEG data dengan mengkonfiguras i peranti pintar, supaya setiap pesakit boleh 

dirawat secara optimum, sebelum pembedahan penila ian. 
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Kala kunci: Electroencepha logram (EEG), Sawan, ana lis is komponen bebas (ICA), mengubah 

ubahan di skret (DWT), rangkaian Neural Multil ayer Pe rceptron (M LPNN), sistem inferens 

Neuro-kabur mudah suai (ANFIS), Mesin Yektor Sokongan (SYM) 
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CHAPTER ONE 


INTRODUCTION 


Introduction 

This chapter relates about the background of study, research problem, research 

objectives, research questions, significance and scope of the study. Thi s chapte r a lso describes 

the d efinitiou of relevant terms and final ly it closes with a short summary. 

Epilepsy is a kind of neuro log ica l diso rder in which the underlying grey matter 

disturba nce, that causes hypersynchronization of neuronal activity in the inne r brain, occurs in a 

transient period of time, which is kn own as epilep ti c se izures (Fisher et aI. , 2005). In other word s, 

accord in g to Acharya, Sree, Chattopadhya y, and Ang (2011), epilepsy is a physica l co nd iti on 

that occ urs in the brain and affects the nerv ous system. The excessive and abn orm al ne ura l 

activities which take place in the brain , lead to brain disturbances in wh ich the symptoms often 

OCC ur in the form of seizures. As a result , epil epsy can a lso cause so meone to become 

unconsc ious in a short period of time depending on the degree or level of chronic epilepsy 

experienced by the individuals. 

Thus, in o rder to probe the spatiotemporal dynamics of human brain, a non-invas ive 

method, electroencepha lography (EEG) is implemented by directl y measurin g the embedded 

cortica l activity in a milli second reso lution (Jahankhan i, Revett, & i(odog ianni s, 

2007). According to Mohse ni , Maghsoud i, and Shamso llahi (2006), EEG can be consid ered as a 

comprehens ive signal which encompasses info rmati on orthe e lectrica l potemials produced by 

the cerebral cortex nerve ce lls. Thus, the diagnosis of epileptiform brain spi kes apparentl y rely 

on the components of EEG signa ls . After the e lectroencephalogram (EEG) detects and records 

the brain signals, the s igna ls are then be ing c lassified according to its patterns by observing, 



anal yzing and identifying patients with epilepsy or without ep il epsy later on. 

In order to achieve thi s goa l, this project aim s to analyze the EEG signals using different 

reliabl e computational methods and comparative study will be carried out towards these 

superiorl y intelligent model s. Basically, in order to solve thi s biomedical problem, the 

recognition of epileptic seizure is divided into two phases, which are feature extraction, fo ll owed 

by feature class ification . Firstly, the EEG signal s are deco mp osed into discrete tiny sub-bands in 

order to extract statistical features for the classification work, using Discrete Wave let Transform 

(DWT). Besides, another comprehensive feature extracti ons method in which independent 

components analysis (leA) is a lso implemented as an alternative to solve the multi­

dimensiona lity problem of s igna ls, in ord er to serve as an input for the classifiers to produce two 

discrete outputs (epileptic or non-epileptic seizures). Next, different kinds of feature 

classification models are adopted such as Multilayer Perceptron N eural Network(MLPNN), 

Supp ort Vector Machine (SVM) and Adaptive NeUl'o-Fu zzy Inference System (ANFIS), by 

acting as a transportation toward s the approach of machine learn ing for the detecti on of se izures 

ac ti viti es via EEG s ignal s, bes id es comparing their classification performance to obta in exce llent 

output. All in all, the c lassification performance of three machi ne learning algorithms are 

compared for two feature extracti on methods in terms of effectiveness . 

Background of study 

The interconnections and synchronizations of millions of neurons embedded in I.he 

human brain are very complicated, and resulted in non-stationary and no n-linea r EEG s igna ls in 

which th e statistical features such as mean , standard deviati on and variance of EEG signal s 

flu ctuate dynamically over tim e (.I uarez-Guerra, A larcon-Aq uino, & Gomez-Gil, 201 5). In 

additi on, in-depth research is necessary to be conducted for th e sa ke of exploring the 
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mechani sms which lead to ep il eptic di sorder, besides gaining va luab le insights into this 

unpredictable brainl11alfunct ion, via the aid of spectral analysis of EEG signals (Subasi, 2007). 

Undeniably, according to Meier, Dittrich , Schu lze-Bonhage, and Aertsen (2008), the 

characteristics of epileptiform di scharges portrayed on EEG are compatible or even preced in g 

the beginning observable, an anomaly beha vior. Thus, Juarez-G lIerra et al. (20 15) ind icated that 

th e analysis, diagnosis, detecti on and classification works toward s the mu Itivariate EEG signa ls 

are crucial by implementing multipl e superior machine learning techniques in order to 

differentiate accurately the epileptic patients from normal , hea lthy subjects. 

In addi tion, Darvishi and AI-Ani (2007) indicated that EEG feature ex traction and fea ture 

class ificati on techniques are undeniab ly a hi ghlighted s ignal processing method in Brain 

Computer Interface (Be!) which offers a brand new dim ension in human computer interface, in 

which it directly correlates a computer with human commOn sense, deci sion making and 

reasoning processes. As a re sult, automated epileptic seizure identification with the aid ofEEG 

signals has become a significa nt resea rch . CEG signals extracti on is a non-invasive process in 

which it certa inly opens the door to emerging poss ibi lities for the app lica tion of effecti ve signal 

process in g and data analys is approaches in the detection of epileptic se izures. With the aid of 

hll ge data sets of ECG signal s today, a computationally intellige nt system is capable to adapt th e 

in coming new EEG signals through learning process and take over the role ofilledical observers. 

Hence, Smith (2005) postul ated that an accurate detection system of epileptic seizures or 

non-se izures subgroups is vital to implement in order to clarify and ease the choice of 

appropriate drug treatments, besides differentiating electroencephalography (EEG) signals that 

indicates the brain waves activity from neurons firing in the brain , further assessment on 

prognosis in anti-epileptic drugs (AED) can be predicted. 
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Therefore, effective machine learning tools are necessary in doi ng the feature extract ions 

and featu re class ifications work by di scriminating the EEG s ignals of epi le ptic seizures Or not. 

Accordin g to Sahin, Ogulata , As ian, Bozdem ir, and Erol (2008), these re searchers found that th e 

capabi lity of machine learning tools in generaliz in g those qua litative in form ati on obta ined from 

EEG signal s to di stingui sh seizures events for epi leptic patients, ac hieves a high accuracy of 

exceeding 90% , by apply ing mathematica l formal ization. 

Various approaches of Detection Algorithms in detecting Epileptiform Activity via EEG 

signal s 

In accordance to this research, Sahin, Ogul ata, As ian, and Bozdemir (as ci ted in Sahin et 

a I. , 2008, p.974) have developed a study on classificati on of epi leptic syndrome into two major 

subgroup s which are partia l seizures and ge nera li zed seizures respecti vely, via MLPNN as a 

classifi er and resulted in a high accuracy of89.2%. 

Furtherm ore, some researchers have appli ed the method of stati stica l a lgorithm in 

machine lea rnin g in order to predict the pre icta l and interictal events of epi le ptic se izures from 

the EEG datasets, with the a id ofsupporl vector machin e (SV M) as a class ifi er. As result , a 

significa ntl y high sensitivity o f90% is obtained by adopting the least mean square a lgo rithm on 

EEG feature extrac tions (Chisci, 20 10). However, thi s stud y is onl y constrained on the foca l 

seizures detecti on, whereby it is not co mprehen sive e nough to generalize a ll type s of se izures. 

Apart from that, Pradhan, Sadasiva n, and Arunodaya ( 1996) fo und that it is feas ibl e to 

adopt lea rning vector quantizati on (L VQ) neural network in quantifying the epilepti fo rm 

discharges (ED) as vector inputs and moreover, general izing the "unseen" cases in which 

adapting supervised lea rning using rule-based system, with the guidance of desired training 

datasets. In fac t, this study owns a drawback whereby false positive e poches ex isted as diagnosed 
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by L VQ neural networks, du e to the inte rference wavefo rms recorded in the EEG data (Pradhan 

et a I. , 1996). 

Thus, these re search results revea led that va ri ous applications of machine lea rnin g, be it 

statisti ca l a lgorithms or neural ne twork a lgorithms, have ju stifi ed some signifi cance on thi s field 

of study and moti va ted other resea rchers to explo re more in depth. 

Research Problem 

Cha llenges 0 11 seizure detection solely based on visual inspection of EEG signals 

Sadati , Mohse ni , and Maghsoudi (2 006) indicated tha t v isual sca nnin g of EEG signal s on 

highl y subjective sei zures spikes might bring unre li able o utcomes due to di ssentience of different 

medica l observers and cause time co nsumption. Thi s is beca use the use of traditiona l meth ods in 

" hich th e detection of se izures spikes on ce rta in feature characteris ti cs using naked eyes, ha s led 

to inacc urate dec is ions made by different medical personnels. Moreover, there exist drawbacks 

and inaccuracy of signa l EEG when the detection of e pileptic seizures via epileptiform acti v ity 

within the bra in is spec ific, but does not achieve sensiti v ity, due to the loss of conscious ness in a 

trans ient pe ri od of time that prone to the seizures onset (Smith, 2005 ). 

Howeve r, accordi ng to G uerrel"O-Mosquera, T rigueros, Franco, and Nav ia-Vazquez 

(20 10), there is still lack of automated detec tion system availab le on dem onst ratin g com petitive 

spec ifi c ity and se nsiti vity valu es , bes ides ca pab le in e limi nat ing Elec troocu logram (EOG) 

arti facts and noises. Thus, it is vit a l to implement good machine learn ing a lgorithm s in o rd er to 

extrac t esse ntial signals by di sc riminatin g rea l epi leptic se izures from art ifa cts during non­

epilept ic events to ach ieve high spec ific ity, besides class ify accurately ep ileptic a nd norma l 

subjec ts us ing effective machine learning too ls (Guerrero-Mosquera e1 aI., 20 I0) . 
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Challenges on seizure detection due 10 inadequacy of appropriate combination of effective 

machine learning tools 

Apart from that, basically, the sca lp EEG plays the role of refi ectin g the rhythmic 

activities of the hyperactive neuronS on the brain surface; meanwhile, it fails [0 record the 

hypersYl1chronizat ion ofl1eurol1al activities in which the und erl ying grey matter disturbance 

located in th e deep brain (Shoeb, 2009) . As a resulL the scalp EEG may convey a resull of 

delayed onset activ ities, coupled with some background noise such as musc le contract ions, sleep 

deprivations and eye blinks, which consequent ly imped e the performance of SEG signa ls and 

result in high pl'Obability offalse al3l'111 (S hoeb, 2009). 

However, the constraints of computational and mac hine lea rning are known to be an 

ex isting hard-to-so lve problem when encounter wiLh vast amount of thl'Oughput EEG record ing 

data whereby a fast learn ing tool is required (0 extract and normalize those datasets for the sa ke 

of detecting epileptic se izures (Saulnier-Comte, 2013). Bes id es that, He and Garcia (2009) 

postulated that the events of se izures onset normally only last for less than 5 minutes, thus thi s 

situation has subsequently impeded the performance of conventional machine learnin g in which 

no modification on the combination of architecture of neural network to improve classification 

accuracy. As a result, the datasets will become highly imbalanced due to the peri od of seizures 

onset will be measured much lower than the period of intericta l. 

Despite there are multiple of cu rrenL studies conducted involving the approach of 

detection of epilepLic se izures from EEG signals using differenL intelligenL detection algorithms, 

there is still a gap in wh ich inadequate of previous sLudies which attempL LO do the comparative 

stud y between multiple machine learning algorithms in the detection of presence of epilepsy and 

yet, compari son between various types of extracted features in effectively discriminating various 
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input vectors. Hence, this is the Erst approach towards the diagnosis of epilepsy using multiple 

advanced machine learning algorithms based on EEG signals, which will be further decomposed 

into multiple extracted features that act as inputs into different classifiers for effective diagnosis. 

Researcb Objectives 

GelleralOb.jective 

The purpose of this research is to evaluate the feature extractions and classifications 

performance of different machine learning tools fix classification epileptiform EEG "~:r,aJ> 

Specific Objectives 

To evaluate the effectiveness of two diff"erent feature extractions models which are 

lndependent Component Analysis (ICA) and Discrete Wavelet Transform (DWT). 

2. 	 To evaluate the effectiveness of three different which are Multilayer 

Percept ron Neural Network (MLPi'iN), Adaptive Neuro-Fuzzy Inference System (ANFIS) 

and Support Vector l\lachine (SVM), in classifying those extracted features. 

Research Qllestions 

I. 	 How good can those extracted features perform in discriminating different input objects? 

2. Does different machine algorithms bring different outcomes on the epilepsy detectie,n'? 

Significance of Study 

This study aims to significantly reduce human errors in interpreting visually tile EEO 

signals by enhancing the automated diagnosis system ofepiJepsy to avoid the happening of False 

Negative (FN) of sub-band in which any epileptic sub-band is being diagnosed as non-epileptic 

result. As a result, physicians are abJe to spot the precursory signals of ictal seizures event before 

a severe one manifests. 
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This study is a lso a prototype which targets to implement effecti ve algorithms and be 

capable in generalizing a large proportion of epileptic se izures witho ut the need of inputting any 

prior experiences or knowledge of input objects. As a result, the intelligent detection algorithm s 

are capable in classifying tho se new features which never come across before and thus, a pos itive 

outcome of early detection can improve the quality of patient care. 

Scope of Study 

In this stud y, the area of concern wi ll be narrowed down into modeling an intelligent 

class ifier with the aid s of training datasets, in order to generate hi gh genera lizability toward s the 

testing datasets. In fact, the real-time problem is tentatively not applicable to this specific system. 

Definition of Terms 

In this study, relevant of terms are defined conceptually. 

Feature extraction. Accord ing to Guyon and Eli sseeff(2006) , feature extraction is 3n 

approach on picking a good data representation by using appropriate measurements and spec ific 

domain, w here effort On conve rtin g raw data sources into a set of useful features can be don e. In 

order words, it is a kind offcature se lection which involves in multiple funct ions such as to 

choose significant and releva nt features , reduce multi-dimensiona lity data , improve learning 

performance to obtain a higl1 predi ctive acc uracy, as well as to und erstand the incoming data by 

ga ining knowledge through th e process of ge neration of data (G uyon & Elissee ff. 2006) . 

Feature Classification. Tang, Ale lyani, and Liu (20 14) indicated that c la ss ification ca n 

be defined as the id enl ificalion of prob lem in w hic h a set of train in g data sets containing 

in stances is categorized according to its membership in a certain doma in . However, in the 

prediction phase of feature c lassification, those extracted features which signify data, will then 

perform the classification work by mapping those feature represe nted data to labels (Tang et aI. , 
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2014). In this project, the rea l word prob lem can be modelled as a classification issue, in which 

diagnosis of epileptic or non-epileptic seizures through the disc riminati on on ep ileptiform or 

non-epileptiform EEG signals . 

Summary 

Preliminary stud y on compari son between multiple learning algorithms on th e abi lity of 

di scriminating various kinds of new input vectors to moti vate us in ea rl y diagnosis of epileptic 

seizures before the manifestation of severe condition. Besides that, the compari son approach 

towards the multiple extracted features will be conducted so that effic ient classification work can 

be carr ied out rapidl y without always tuning backward to upda te the weight va lue s. 
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CHAPTER TWO 


L1TERATt:RE REVIEW 

Introduction 

This chapter disctlsses abollt those painstaklllg which have been carricd out by 

researchers previously 011 the application of multiple mtelligcl1t machine 

algorithms in Ihe detection of presence of epileptic seizures and also various alternatives in 

interpreting EEG signals so that an appropriate and accurate outcome can be achieved. 

Phase One: Feature Extraction Models (Different Researchers' Work) 

Discrete wavelet transform (DWT). OWT is a analysis approach in analyzing 

tluctuated signals such as EEG signals which possess the characteristics of non-stationary by 

norma lizillg the signals with time-frequency representation (Orhan, Hok im, & OzeL 20 I I). In 

adcition, Adeli, Zhou, and Dadmehr (2003) postulated that transient features are possible to 

allocate in accurate time-frequency context decomposition EEG slg:nalS into 

discrete wavdets, Basically, signal analysis orEFG llsing DV,IT is necessary to consider 

t\\O important aspects, in which ideal wavelet choice selection and number of signal 

decompositionleveis (Suba,i, 2007). Thus. Alarcon Aquino ane Barria (2009) indicated that 

Oaubechies wavelets of nrder 4 ldb4) is the most ideal in computing the ."avelet lf1 

existing studie~ <IS it comprises smoothing features which facHilates it in diagnosing 

EEG signals morc accurately. Meanwhile, Subasi (2007) asserted that the idenl number of 

decomposition levels was selecled 10 be 4 as there is no di"mi'" frequency compon~nt embedded 

in EEG above 30Hz. Hence. OWT acts as a decomposer whereby it decomposes the EEG 

signals into different sub-bands in order 10 obtain the coefficients for each sub-oands, 

with differenl statistical teatnres such as Minimum (MIN), Maximum (MAX), MEAN, and 
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