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Abstract

This thesis explores an innovalive technique to extract data from a vast number of
patients’ records and then generate them into useful rules that can be used in an Expert

System. Material used for the study of this thesis is a set of Skin Burn data.

Data-Mining is a process of gathering and analyzing data sets (often large) to find
suspected relationship between them and summarize them in novel ways which are

understandable and useful to a data owner.

Two well-known algorithms, Apriori algorithm and Ants Colony Optimization algorithm,

are used 1n this thesis,

Apriori algorithm is the best-known rules discovery technique in Data-Mining, but its
disadvantage 1s that it allows only the frequent itemsets to survive and form another
level of itemsets and this process may leave out some interesting rules. Besides, the

pruning and joining action in this algorithm prolongs the rule generation process,

Ants Colony Optimization algorithm is a probabilistic technique that can be reduced to

find a good and shortest path.

In this thesis, the design of Apriori-Ant algorithm is to make use of the strength of Ants
Colony Optimization algorithm to shorten the rule generation process in Apriori
algorithm. At the same time, the joining proecess in Apriori algorithm is still retained
until Level-2. The count from Level-1 (1-itemset) and Level-2 (2-itemset) is used in the

modified pheromone formula in Ants Colony Optimization algorithm.
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Rules are generated based on the highest pheromone value after 1000 cyeles of
Pheromaone Update and Pheromone Evaporation process, No interesting rule is removed
from the list if it 15 an infrequent item in Apriori algorithm. Thus all of the items are

treated equal in this novel technigue.

The experiment is carried oul in two main areas: Processing Speed and Number of

generated rules. From the finding, pheromone value and the items generated in 1-

itemset (Level-1) and 2-itemset (Level-2) do greatly affect the Processing Time.



Chapter 1: Introduction

An Expert System is a system which dispenses expert advices and guidance on certain
matters or problems. Thus, a Skin-Burn Expert Syvstem has to obtain expert knowledge
{rom skin specialists and convert such knowledge into rules. The required information or

medical data can be obtained from the case notes of skin-burn patients.

Medical data from patients' skin-burn case notes are not transactional data used in
mining aszsociate rules. Transactional data are data which can be obtained from a
collection of items purchased at a grocery store or supermarket. The purchased items

that go into cach basket are analyzed to generate association rules.

An association rule is an implication of the form X—=¥, where X and Y are each a set of
items which oceur together in a significant number of baskets. Support S is the
percentage of the total transactions in which X and ¥ occur logether. Confidence Cis the
number of transactions in which X and ¥ oceur divided by the number of transactions in
which only X occurs and expressed as a pereentage. An association rule is one where S
and € meet some minimum threshold requirements referred to as the Minimum

Support (Min Sup) and Minimum Confidence (Min Conf) respectively.

This project introduces a novel technique — Apriori-Ant algorithm. It 1s an experiment to
use non-transactional data to mine frequent patterns, which are data from a wvast
number of patients’ case records, and generate them into association rules to be used in
an Expert System. The data is different from the transactional data obtainable from the

supermarket or grocery store.



Apriori-Ant algorithm 1s based on Apriori algorithm and Ants Colony Optimization
(ACO) algorithm. Apriori-Ant algorithm uses only two I/0O scans over the database for

the whole process, thus eliminating the need for generating the candidate items.

So far, there is still no research yet on how to generate association rules from non-
transactional data, and it 1s still not discovered as to whether or not non-transactional

data can produce any useful rules,

Apriori algorithm [1, 3 & 15] is the best-known rules dizcovery technique in Data-
mining. Data-mining, also known as Knowledge Discovery in Database (KDD), i a
process of analyzing data sets (often large) to find suspected relationship between them
and summarize them in novel wayvs that are understandable and useful to the data

MW TIET.

Apriori algorithm is an algorithm that finds interesting relationships between data. It
mines the frequent itemsets to form rules; which employs an interactive approach
known as level-wise search, searching from one itemset to another throughout the whole

database,

This algorithm 1s good as far as finding quality rules are concerned, but if the database
ia large, then there will be many frequent items and many possible combinations, The
reason is that, each time the candidate generation process will make as many scans over
the database as the number of combinationz of items in the antecedent, which 1s
exponentially large. Due to combination explosion, it may lead to poor performance

when frequent patlern sizes are large.



Apriori algorithm needs repetitive /O disk scans over the database to generate frequent

items and this involves huge computation during the candidates generation,

Another concern ig that the number of frequent patterns is very much dependent on the
support threshold. If the threshold is set to low, the occurrence of frequent patterns
would be high. But if the threshold set to high, the occurrence of frequent patterns

would be low, and this may reduce the quality of generated rules.

There are two measurements in Apriori algorithm which are called Support
measurement and Confidence measurement,  These two measurements are used to
determine the threshold used in each joining and pruning process. The threshold 1s
used to determine which items are to be pruned and which are to be joined in the next
step. The frequent sets are those that support sets which are greater than minimuam
support threshold, ltems that occur very infrequently or below the minimum support
threshold in the data set are pruned although they may produce interesting and

potentially valuable rules later.

As these two measurements may result in some interesting rules being left out, they are
known as ‘selfish’ measurements because it allows only the itemsets greater than the

minimum support to ‘survive’ to proceed to the next step.

An ACO algorithm [7 & 135] is a metaheuristic approach based on parameterized
probabiliztic model or pheromone model. A prohabilistic technique is adapted to solve

computational problems that can be reduced to find a good and shortest path.



The literature review [8, 9, 16, 18 & 20] shows that ACO algorithm is best for solving

computational problems. The features of the main process of ACO algorithm, which are

best for finding a good and shortest path in least amount of time, can be used to replace

the tedious joining-and-pruning process in Apriori algorithm.

Joining-and-pruning process is the core process in Apriori algorithm, but this process

requires repetitive O disk scans. So, it seems that the core process in ACO algorithm

can be a remedy for the main process in Apriori algorithm.

This research identifies two main problems:

1.

Iepetitive O Disk Scans.
In an Apriori algorithm, the candidates generation (joining and pruning action)
takes up a lot of time and space while processing. Each evele of candidates

reneration process regquires full scan of database regardless of its size.

To reduce repetitive [/O disk scans, either the candidates generation is to be reduced

or the time-consuming candidates generation process be replaced.

A lot of research has been done in this area. The proposed Apriori-Ant algorithm
method is a technique which is basically intended for solving the problem of mining
assoviation rules, the large number of discovered patterns or rules [4], and the

candidates generation process,

Some researchers have used other similar techniques to replace candidates
peneration process such as the Trie method (similar to hash tree), HybridApriori; the

combination of Apriori algorithm and AprioriTid algorithm, MLPFT. The Candidate



and Irequent Pattern Tree technique such as COFI algorithm and generation
process is replaced by a tree technique, but there are some limitations in each

algorithm (more detail in Chapter 2 — Literature Review).

Huge computational cost required to generate frequent items.
In Apriori algorithm, the candidate generation process involves not only the joining
and pruning process, but also two other computational processes of Support

measurement and Confidence measurement.

The purpose of Support and Confidence caleulation is for the next candidate
generation. These values are to identify which itemsets have values that are above
the threshold (Minimum Support value and Minimum Confidence value), Those
items below the user-defined threshold are removed from the list which are called an

infrequent itemsets.

User-defined threshold may lead to poor quality rules being generated. There i1s no
specific level to be taken as the best value to be used as the threshold in the process.
If the threshold is sct to low, then a high number of frequent patterns would be
admitted, which thus requires much space for the searching, massive /O, and high
memoary dependencies.  If the threshold is set to high, it may not generate vast

number of patterns, but then quality of generated rules may suffer.

Each time a change is made on the user-defined threshold, the process needs to start
over again, This makes Apriori algorithm technigque time-consuming and requires

high computational cost.



The pruning process may remove many rules that are ugeful. This brings us back to
the problem of user-defined threshold in which the threshold that is set to high

would generate a small amount of {requent patterns and thus may turn to be biased.

Some itemsets that are below the threshold may have good and interesting
combination with other itemsets. For example, bread & margarine is combined with
sugar & condensed milk. Sugar and condensed milk may not be interesting by
themselves or with margarine, but it may be interesting if combined with both bread
and margarine as some children like to have bread with some sugar gpread on top of

margarine or just hread with condensed milk,

The ideal way is to save all the itemsets and let an efficient process decide which
itemsets are to be pruned and which are to be saved. This 15 thug an unbiazed

process.

The objective of this research is to find out how to improve an Apriori algorithm to solve

the problems above and how an infrequent itemsets in Apriori algorithm can produce a

series of useful association rules use in Medical Field. The proposed method is one

which combines an Apriori algorithm with an ACO algorithm.

The research focuses mainly on the following questions:

How does an ACO algorithm replace the candidates generation process in Apriori-

Ant algorithm to generate rules? Can this method solve the I/O overhead?

How efficient is the modification of measurement method (Support, Confidence and

Laft) used in Apriori algorithm? Can it work well with an ACO algorithm? Can the
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values generated by the Apriori algorithm measurement method be used in the atate
transition rule module in ACO algorithm which allows “ants fo mouve from one item

(city) to another item (city)"?

3. What affects the processing speed in Apriori-Ant algorithm? ls it the number of

records or the number of rules generated? Or 1s there any other reason?

In this propozed algorithm, every itemset is treated equally, which means no itemset is
pruned even if it iz infrequent or below the user-defined threshold. The idea 18 not o
prune the itemset during the Apriori algorithm but to caleulate each of its support and
confidence measurement, [t is to make sure that the itemset which are below the

minimum threshold will not pruned but to generate rules.

This design involves 5 parts in the process: Part one is to convert the data from text file
into string data for processing, Part two is to generate the frequent itemsets and
frequent counts. Part three is to perform the caleulation. Part four 1s to join the rule
based on the pheromone value. Part five is to write the rules into text file. All the

processes can be found in Chapter 4 Methodology and Chapter 5 Experimental Result.

In part one, array [6 & 14] is introduced to handle the data read from the text file, All

the string data will be stored into a string array for later process,

In part two, Apriori algorithm is introduced. This design adapts the Apriori algorithm
method to find frequent itemsets and frequent counts for the respective itemset. But the

process stops at the second level of finding, no pruning process is carried in this section,

e |



The Apriori algorithm process is to find and store the frequent itemsets and frequent

counts for 1-itemset and Z-itemset into the respective array.

Part three consists of two different computational sections. The first computation
section is based on Apriori algorithm. In this section, one modified and two original
measurement methods are used. The modified measurement method iz Lift measure,
and the original measurement methods are Support measure and Confidence measure

that are used Lo assist in Lill measure.

The second computation section, which is based on ACO algorithm, substitutes the
values that are generated from Apriori algorithm into the modified pheromone
probability formulas, This value is used to deade which item is joined into the rule set

and not to start a tour.

In part four, after probability pheromone values are generated, the rules generating
process takes place. A tour ig started from a randomly generated item in 1-itemset list
to be matched with the items in 2-itemset list and only the item with the highest
pheromone value would be joint into the rule set. This process is carried out until no
more matching is found in 2-item sets. Modified Pheromone update and Pheromone

evaporation is carried out in each cyvele of process,

The last part is to write oul the rules into a readable text file. A connection program is

required to encode the text file so as to be readable by an Expert System.

The arrangement report is as below:

Chapter 2: Literature Beview,



5 materials for Apriori algorithm and 5 materials for ACO algorithm are reviewed in

this section.

I'or Apriori algorithm, the review is on techniques to improve itg internal processing
part. Research iz done to improve efficiency of Apriori algorithm which includes

techniques to replace the tedious pruning and joining process.

For ACO algorithm, the review is on techniques and how efficient ACO algorithm can be
used, It also includes modified techniques used in ACO algorithm and techniques in

ACO algorithm with Data Mining technigue.

Chapter 3: Data Collection Analysis.

Data are manually collected from 190 patients’ case notes of Kuching General Hospital
and then converted into a digital form that can be used by this prototype svstem. This
gection shows how the process is carried out from data collected in manual format to

digital format and how the digital format is then used in this prototype system,

Chapter 4: Methodology.
Methodology section covers the modification of Apriori algorithm, ACO algorithm and

Rules Generation.

In Apriori algorithm, only the joining process is carried out which stops at Level-2 of the
joining, No pruning process is performed. The output of Apriori algorithm is the 1-
itemset generated at Level-1 with its count and also 2-itemset generated at Level-2 with

its count.



In ACO algorithm, Lift-measurement is introduced into Apriori-Ant algorithm. The
count at Level-1 and Level-2 is used in Lift measurement method to calculate the
Pheromone wvalue. And the Pheromone wvalue is used in Pheromone Update and

Pheromone Evaporation proeess in later part.

Methodology section also explains how rules are generated, Hules are generated based

on the pheromone value caleulated by the modified formula.

Chapter 5; Lixperimental Result.
Experiment is done in 4 areas: Processing Time, Rules Generation, Manual-Checking

Analysis and From Generated-Text file to Expert System.

Processing Time: The experiment reveals that the influencing factors of processing

apeed are: Total Pheromone value and Number of records.

Total Pheromone value: The first finding of the experiment reveals that more pheromone

requires more processing time.
Number of records: Apparently, more records should require more processing; but in the
experiment, it iz to find out how to reduce the process time regardless of number of

records involved in the processing.

Rules Generation: The Experiment investigates two areas: What influences the number

of rules generated and how are the rules generated?
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It is found that the number of iterns in 1-itemset and 2-itemset influences the number of
rules generated. The number of items in 1-itemset influences the number of items in 2-
itemset. ltems in 2-itemset indicate the number of rules generated by this prototype.

From Generated-Text file to Expert System: The rules generated by this prototype
system are stored into a text file. Before the rules can be used in an Expert System,
another program is needed to re-arrange the rules into format that is compatible with

Expert System.

Output from generated text file can be re-arranged in two aveas: General and Burn-

Area.

General Area: Rules are re-arranged in general basis. Tt is not based on any specific

area like Burn-Area- Flame', or Body-Area- Finger'.

Burn Area: Rules are re-arranged according to specific Burn-Area. For example, in
‘Flame' Burn-Area and 'Hot Oil' Burn-Area, different treatments and medication are
applied to each of them, Thus, in this section, rules are re-arranged based on the Burn-

Area,

Manual Checking Analysis: This analysis is done manually in two sections: [n Apriori-

algorithm and in Apriori-Ant-Internal-Caleulation.

In Apriori-algorithm: The checking is carried out on the rules generated by the

prototype with Apriori algorithm in manual form. And the results are compared with

those generated by the prototype system.

11



In Apriori-Ant-Internal-Calculation:  Checking is done on the internal calculation in
Apriori-Ant algorithm using Microsoft Excel. The results are used to tally those

produced by the prototype svatem.

Chapter 6: Discussion.
This research 1s to find out how Apriori-Ant algorithm solves the length pruning and
joining process 1n Apriori algorithm; and how ACO algorithm is introduced into the

middle part of Apriori-Ant algorithm,

Chapter 7: Conclusion.

Conclusion of this research.
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Chapter 2: Literature Review

The aim of data-mining is to find the “hidden gold” in a data source; meaning to
extract valuable information hidden in that data source. Such hidden waluable
information may reveal a new business trend based on purchasing habits of consumers.

Data-mining techniques are thus based on data retention and data distillation.

Apriori algorithm 18 one of the data-mining technigques which seeks to find and generate
frequent itemsets by using support measurement to prune itemsets which are not
frequent.  Elilminating non-useful information in this way would save more space for

more memory storage in a computer and thus improves its running time.

The objective of ACO algorithm is to solve Non-Polynomial problem (NP-problems) like
route planning, scheduling, creating of timetables, ete. These problems nced to be
golved by using an approximation technique which is not an optimal =solution to a given

problem but is a zolution that is good enough for that specific application.

21 Apriori algorithm

The basic concept of association rule mining is:

First, Apriori algorithm would analyze all the transactions in a dataset for each item
support count. Let .J = {{1, {2 ... im) be a set of items. Let [J, the task-relevant data, a
set of database transactions where each transaction T s a set of items such as 7= .1
Any item that has a support count of less than the minimum support eount threshold 1s

removed from the candidate 1tems list,

13



The frequently used measure methods in Apriori algorithm are Support and Confidence.
To calculate a Support (1), let A be a set of items. A transaction T is said to contain A if
AT An association rule is an implication of the form A =B, where Ac—.J, B—J and A~B
=p. The rule A=B holds in the transaction set D with Confidence ¢ if ¢% of the transactions
in [ that contain 4 also contains ¥. The rule A=2B has supports s in the transaction set D if
g% of transaction in £ contains AP, (e, both 4 and B).

SupportfA=HE) = F{ALB) (1)

For confidence method (2), it is taken to be the probability, P(A_B). The rule A=B has
confidence ¢ in the transaction set ) if ¢ i1s the percentage of transactions in 1)
containing A that also contain 8. This is taken to be the conditional probability, P(B|A).

ConfidencefA=R)= P(B|A). (2)

Rule support and confidence are two measures of rule interestingness. Association rules
are considered interesting if they satisfy both a minimum support threshold and a

minimum confidence threshold., Such thresholds can be set by users or domain experts.

There are two-step processes in Apriori algorithm: Join step and Prune step.

In Join step, for example, in ovder to find Lg, a set of candidate k-itemszets is generated
by joining Li-; with itself. The join Li-:[><]Li-1 is performed, where members of Li-; are

joinable if the firat (k-2) items are in common,

In Prune step, a scan of the database to determine the count of each candidate in €
would result in the determination of Li. Ok is a superset of Le that is, its members may

or may not be frequent, but all of the frequent k-itemsets are included 1n Ci.

14



Any (k- I)-itemset that is not frequent cannot be a subset of a frequent k-itemset. Hence,
if any (k- I-subset of a candidate k-itemset is not in Le-1, then the candidate cannot be

frequent either and so can be removed from Ch.

In the implementation of Apriori algorithm, the item that is less than the minimum
support count will be removed from the candidate list. And items whose support count

1s greater than the minimum support count will be stored in one-candidate-itemsets list.

The remaining itemsets in one-candidate-itemsets list are joined to create two-
candidate-itemsets list. The caleulation of support count for two-itemsets 1s performed.
Only if the support count is greater than the minimum support count, the remaining
two-itemsets are joined to create three-candidate-itemsets, This process is iteratively
performed until all item's support counts in the candidate-itemsets list are less than

minimum support count.

All the candidate-itemsets generated with a support count greater than the minimum

support count form a set of frequent itemsets. Apriori algorithm recursively generates

all the subsets of each frequent itemset and creates association rules based on the

subsets with a confidence greater than or equal to the minimum confidence. Thus a lot

of interesting rules are pruned at this stage if it is an infrequent itemset.
supporl_counifAc B)

confidencefA=B) = P(B|A) = (3)
aupport_couni(A)

Where suppori_count(A B) (3) iz the number of transactions containing the itemsets

AuB, and support_count(A) (3) is the number of transactions containing the itemset A.

15



Thus it makes multiple passes over the database before generating a useful rule. It

brings the problem to 1/0 overhead and high memory need.

This research shares some similarities with [1, 2, 6, 17 & 19]. Let us look into Apriori
algorithm. Rakesh Agrawal and Ramakrishnan Srikant [1] are the Guru of Apriori
algorithm. In [1] they proposed an AprioriHybrid algorithm to mining association rules
in a faster way. AprioriHybrid algorithm is the combination of Apriori algorithm and

Apriori-Tid algorithm.

Authors [1] focuged on the problem of discovering association rules between items in a
large database. Problem of mining association rules is to generate all association rules
that have support and confidence greater than the user-specified Minimum-Support and

Confidence-Support.

Let T= {is, iz ..., im} be a set of literals, called items. Let D be a set of transactions,
where each transaction T ig a set of items such that T'— I, In AprioriHybrid algorithm,
associated with each transaction is a unique identifier, TI1). Transaction T contains X,

a set of some items in {, if X7

An association rule formed in AprioriHybrid algorithm is based on Apriori algorithm

pattern. An implication of the form X=Y, where Xo I, Y= I, and X Y=4.

In AprioriHybrid algorithm, Apriori algorithm is introduced at the first level, it

examines every transaction in the database. At this level, Aprior algorithm is used to

generate the candidate itemsets, and the itemsets are to be counted in each pass and

16



only the itemsets found large (frequent) in the database are survived to form the next

level of set-of-itemsets,

After the candidate itemsets are generated, Apriori-Tid is introduced. In Apriori-Tid,
the database is not used at all for counting the support of candidate itemsets after the
first pass done in Apriori algorithm. If a transaction does not contain any candidate k-
itemsets, then the set-of-itemsets will not have entry for this transaction thus the
number of entries in set-of-itemsets maybe smaller than the number of transaction in

the database.

Apriori algorithm is in the initial passes and later switch to AprioriTid when it expects

the set-of-itemsets at the end of the pass will fit in memory.

The advantages of AprioriHybrid are that the size of the set-of-itemsets declines in the
later passes; it scales linearly with the number of transactions, and the execution time

decreases a little as the number of items 1n the database increases,

But the limitations are that, it incurs switching cost without realizing the benefits, and
it suffers from the repetitive /O digk scans. The candidates generation process still
takes place in every eycle until the rules are generated. Although AprioriTid reduces

the number of database, it atill needs to scan in each candidate generation process.

In [2], the authors focus on algorithm running time and memory need. In this research
[2], the problem for frequent itemsets mining is to find all frequent itemsets in a given
tranzaction database, and this requires high running time and memory space as it needs

to scan through the database more than one time.

17



As already mentioned, using Apriori algorithm requires repetitive [/O disk scans and
memory space ag it scans through database to find all the frequent itemsets. To reduce
these requirements, the authors focus on the central data structure, They introduce a
Trie Method to store not only candidates but also for frequent itemsets; which works like

a hash-tree,

Tries are not only suitable to store and retrieve words but also applicable to any finite
ordered sets. In the design, a link is labeled by an element of the set, and the Trie
contains a set if there exists a path where the links are labeled by the elements of the

set in increaszing order.

The authors [2] modify the Support Count Methods with Trie. Support Count Method
takes the transactions one-by-one, If a subset of an item is found to be a candidate, it
would increase the support count of the respective candidate by one. This method does
not generate all the respective subsets of certain transaction, but would perform early
guits whenever possible. In this approach, Trie stores not only candidate but also

frequent itemsets,

Support Count 1s done by reading transactions one-by-one to determine which
candidates are contained in the actual transaction. Two simple recursive methods are
introduced to zolve the problem of finding candidates in a given transaction. And it 1s

found that the running time difference is determined by the recursive step.

The Trie ig built with frequency codes instead of original codes because we know exactly

the frequency order after the first reading of the whole database.

18



Apriori-Brace is created to keep track of the memory need and stores the amount of the
maximal memory need. Apriori-Brace does not carry on with support count, but to
check memory need. If the memory need exceeds the maximal memory need, the
support count 1s evoked and maximal memory need counter is updated, if not candidates
are generated. The process is repeated until memory need does not reach maximal

memory need,

This procedure collects together the candidates of the latter phases and determines their
support in one database reading. To avoid generating false candidates, it generates only

candidates that are frequent.

[t is more useful to store up input data of the same transactions. Thus the approach 1s
to choose only reduced transactions for storage because reduced transactions consist of
only the frequent items of the transaction and yet have all information needed to

dizcover frequent itemsets of large sizes.

In [19], the authors focus on the candidates generation process that leads to poor
performance when frequent pattern sizes are large. They also focus on caleulation of
association rules that are from raw itemsets by using Aprior1 algorithm. The method
still needs to scan the entire database on each pass and eliminate the candidate

generation process,

The method proposed by [19] is Pattern Repository to read and store patterns from the
raw itemsets in a compact form. Information about association rules could be derived
from the Pattern Repository and caleulated for display., The calculation time is spent

only on possible rules which 1s different as compared to Apriori algorithm whereby the
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ealeulation is carried out on everv itemset before pruning process takes place. And
candidate generation process in Apriori algorithm is avoided in Pattern Repository

approach,

Unlike in Apriori algorithm, Pattern Repository avoids extra database scan. The design
of Pattern Repository is based on IFrequent Pattern tree which scans the database twice.
But the Frequent Pattern tree design requires an in-memory operation and is not
updateable. If support levels or new data are present, the entire database must be read

twice again in Frequent Pattern Tree approach.

Pattern Repository uses a unigque symbol (unique number) in itemsets that would be
replaced with a token. The pattern in the database contains sufficient information to
reproduce the items in each itemset and produee statistic values about each item. The
Pattern Repository approach extracts records that contain the token (frequent) and the
counts of the other items in the transactions. The other items that meet the minimum
support level are put in numerical order to pair with the original token in a list. Pattern
Repository extracts those records that contain the token pairs and counts the tokens

that meet the minimum support level,

There are two advantages in Pattern Repository: first advantage is that, adding new
record in Pattern Repository Approach would not create any update problem as
compared to Frequent-Pattern tree, and cach time new records are added or there are
changes on minimum support value, the tree needs to be rebuilt. The Second advantage

1s that the system 1s gcalable by using multiple processors or disk storage.



In Pattern Repository, 3 limitations are discovered, The first limitation is that, in their
theory, infrequent items do not contribute to association rules, but actually infrequent
items may generate some good association rules. Second limitation is that actual run-
time is still very senszitive 1o the minimum support setting in which lower setting would
make the search take longer. And the third limitation is that, the candidates generation

still takes place in the first level generation.

In [6], the authors focus on the problem of generating frequent itemsets and how to

reduce the candidancy generation.

In thiz research, the authors [6] proposed Co-Occurrence Frequent Item tree algorithm
(COFI-tree) to reduce ecandidacy generation in Apriori algorithm, The design is also

based on Frequent Pattern Tree algorithm.

In COFI-tree approach, 2 stages are carried out. In first step, 2 full scans are required
to build the Frequent Pattern tree in the First step. The first scan iz to identify the
frequent l-itemsets. Items in l-itemsets will be sorted according to their frequency.
Those items below the defined threshold will be removed. And the second scan is only
carried out on the frequent itemset (1-itemsets) present in the header table collected and
sorted. Header table is to store the 1-itemsets with their frequency higher or equal to
the defined threshold. These sorted tranzaction items later will be used to construct the

Frequent Pattern tree.

In second step, the process of building the small data structure is repeating, Approach
for computing frequencies relies first on building independent relatively small trees for

each frequent item in the header table of the Frequent Pattern Tree.
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Pruning is applied to remove all infrequent items with respect to the main frequent item
of the tested COFI-tree. Pruning is done in either after building the tree or while

building the tree. The tree iz discarded as soon as it mined.

In COFl-tree approach, it uses new anti-monotone local infrequent or global frequent
property. It is to eliminate the frequent items set at i-itemsef and sure that they are not
joint 1n (i+1) ttemset. In Apriori algorithm, all non-empty subsets of a frequent itemset
must also be frequent but in COFI-tree approach, all non-empty subsets of a frequent
item with respect to the item A of the COFl-tree must also be frequent with respect to

item A,

In this design, only globally and locally frequent items will participate in the ereation of
COFl-tree. 1t 1s similar to the conditional Frequent Pattern Tree approach. COFI-tree

approach has bi-directional links in the tree thus allowing bottom-up scanning,

During the mining process, the COFl-tree of all frequent items are not constructed
together. FEach tree iz bult, mined then discarded before the next COFI-tree 1s built.
The mining process iz done for each tree independently with the purpose of finding all

frequent k-itemset patterns in which the item on the root of the tree participates.

There are two advantages of COFl-tree algorithm: first is, it only involves two scan on
database thus reduces the candidate generation process and reduces the number of
itemset generate in each process, Second advantage i3 that the tree is discarded once
the frequent itemsets are mined, thus it reduces the memory to store the built tree. But
the limitation of this algorithm 1s that, once the defined threshold is changed, it needs to

rebuild the tree. Although the tree being discarded after being built is an advantage to
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memory needs, there is a limitation whereby there is no way to trace back the patterns
of the tree. Another limitation is that, in COFI-tree algorithm, it requires 2 full scans

on database, which thus would slightly increase the 1/0 disk scans.

In [17], 1t shares the same focus with [1]. Here the authors focus on the candidates
generation process, and theyv propose a new approach called Multiple Local Frequent

Patlern Trees (MLI'PT) which 1s slightly different from that of [2].

Multiple Local Frequent Pattern Trees is the parallel implementation based on FP-
growth algorithm in [13]. Multiple Local Freguent Pattern Trees it does not require an
interactive generation of candidate frequent itemsets and it scans the database only

twice to build a special data structure.

Multiple Local Frequent Pattern Trees involves two stages. First is the construction of
parallel frequent pattern trees and each parallel frequent pattern trees allocates one

processor each for the process,

The construction ig done in 2 phases: In Phase 1, the initial scan of the database is to
identify the frequent 1-itemset. The purpose is to generate an ordered list of frequent
items and the tree iz built in Phase 2. Database used in this construction is divided

equally among the available processors.

Construction of frequent pattern tree for each available processor 1s done in Phase 2. In
thiz phase, it requires a second complete /0 sean of the database, each processor also
reads the same number of transactions in Phase 1. After the reading, each processor

starts to build its own frequent pattern tree.
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Mining iz earried out in the second stage. In this stage, the actual mining for these data
structures much like in the FP-growth algorithm. It starts with a bottom-up traversal of
the nodes on the Multiple Local Frequent Tree structures. Total sum caleulation of
global support is carried for all items and divides them equally by the number of
processors to find the averape number of occurrences that ought to be traversed by each
processor. The purpose is to let all FP-tree shared by all processors thus reduces the I/O

cost and utilize most of the processing time.

The advantage of this algorithm is that, it reduces the candidate generation and at the
same time it uses processors to achieve better load balancing with the goal of
distributing the work fairly among processors for the mining process. But, the

limitation is that, optimum balance between processars 1s difficult to obtain.
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2.1.1 Summary

Apriori algorithm 15 famous for its candidates generation process that generates rules
from transactional dataset. The two main steps involved in candidates generation

process arc joining and pruning,

But this candidates generation process is found to be time-consuming because each time
the process takes place, the svstem go through full and repetitive scans of the database.
Several researches have been carried to try to reduce the number of candidates

generation process cycles and as well as to reduce repetitive /0 scans over the database.

In [1], the authors focus on the problem of discovering association rules between items
in a large database. Apriorillyvbrid algorithm 1s designed based on Aprionn algorithm
and Apriori-Tid algorithm. Apriori algorithm is used to generate candidate itemset, the
concept design of which 15 shared by Apriori-Ant algorithm. And rules are formed based

on Apriori algorithm

In [2]. the authors focus on algorithm running time and memory need. Trie method,
which works hike a hash-tree, 15 introduced, and its function 15 store candidates and
frequent itemsets. The authors modily Support Count method with Trie, which takes

the transactions one-by-one. The Trie is built with frequent codes.

The authors in [19] focus on the candidates generation process, which 1s also one of the
focuzes in Apriori-Ant algorithm research. The authors propose ‘Pattern Repository’ to
read and store patterns from raw materials. Pattern Repository avoids extra database

scans. The design of Pattern Repository is based on Frequent Pattern Tree which scans
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the database twice, Apriori-Ant algorithm shares a common method which scans the

database only twice and thus reduces the candidates generation to two cyveles only.

The author [6] shares the same focus as in [19]. Thev focus on the problem of generation
frequent itemsets and how to reduce the candidates generation. The author proposes
Co-Oceurrence Frequent Item Tree algorithm (COFI-Tree) and the design is based on
Frequent Pattern tree. Two steps are involved in COFT algorithm: First step, 2 full
scang are required to build the Frequent Pattern tree. The first scan is to identify the
frequent l-itemset and the second scan is on the frequent l-itemset to construct the
Frequent Pattern tree. In the 20 step, the process of building small data into FP-tree is

repeating. The tree is discarded as soon as it 18 mined.

In [17], the authors share the same focus with those in [1] but they [17] propose a new
approach called Multiple T.ocal Frequent Pattern Trees (MLIPTY which is slightly
different from that of [2]. MLFPT does not require interactive generation of candidate
frequent itemsets and it scans the database only twice to build a special data structure.
MLEFPT involves 2 stages: First 1s the construction of Parallel Frequent Pattern trees
and second involves mining. The actual mining for the data structures is very much lhike

that in FP-growth algorithm.
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2.2 Ants Colony Optimization algorithm

Ants Colony Optimization (ACO) algorithm is a paradigm for designing metaheuristic
algorithm for combinatorial optimization problems (NP-problems) which is inspired by
the pheromone trail laying behavior of real ant colonies. ACO algorithm has been
applied to many types of NP-problems, ranging from the classical traveling saleaman

problem to routing in telecommunication networks.

ACO  algorithm solves their problem by multi-agent cooperation using indirect
communication through modification in the environment known as Stigmergy. ACO
algorithm 1s multi-agent systems; each single agent is a sort of artificial ant. The
artificial ants would leave a trail of substance called pheromone as 1t erawls along.
Each time it crawls along the same trail, more pheromone would be accumulated on that

trail and thus makes the pheromone trail stronger.

The artificial ants are able to identify the pheromone leftover by the previous ants and
would therefore choose the path with the highest pheromaone concentration with higher
probability. This is the characteristic of ACO algorithm, in which they make explicit use

of elements of previous solution. It is a positive feedback called autocatalytic behavior,

The negative feedback is the evaporation of the pheromone trail. Evaporation is carried

out to decrease the pheromone trails in each iteration of the algorithm.

2.2.1 Pheromone trail.

Ants communicate among themselves through pheromone. Pheromone is a substance

deposited by an ant when it erawls along and thus forms an ant pheromone trail. The



more pheromone is deposited on the trail, the more attractive it becomes to the other
ants to follow., The pheromone on the shorter path will therefore be more strongly
reinforced and will eventually become the preferred route for the stream of ants, The
pheromone trail 1s a very useful commuting device for the ants because it helps them to

establish the shortest routes to their food zource,

In ACO algorithm, the pheromone trail is the probability value between city @ and eily .
Each ant would build a tour at a starting city based on the pheromone trail. The

smaller the value the better 1t 15,

2,22 Transition rule.

ACO algorithm 1s famous for solving NP-class problem - Traveling Salesman Problem.

In the algorithm, each ant is placed to different city in the system.

A brief explanation of an ant travel from city { to ofty j at iteration:

*  Hus the city been visited? Each ant will have its own Tabu memory. Tabu memory
is a list used to store the cities that have been visited, and forbids the ant to visit
them again until a cyele has been completed.

¢ The prohability for a single ant to travel from city @ to city 7. The Ant will only choose
the small probability of the city to travel.

e After the completion of the tour for the single ant, it would deposit the pheromone on
cach edge (city i, ciiy 7) that it has used.

» The pheromone trail evaporates a little after every iteration, and is reinforced by
good solution generate by next ant.

e T'rail updating 1s done after a complete tour cycle.



In [8 & 9], they use ACO algorithm to solve NP-problems such as route planning

(symmetric and asymmetric Traveling Salesman Problem) and industrial scheduling.

In [9], the authors apply ACO algorithm to solve Symmetric and Asymmetric Traveling
Salesman Problem. Traveling Salesman problem (TSP) is the problem of finding a
minimal length closed tour that he visits each city once. In the design, cities vie V are
given by their coordinates value (x, ) and dw is the Euclidean distance between two

different eities r and s.

For Asymmetric Traveling Salesman Problem (ATSP), if distance from r to 8 is not equal

to the distance from s to r, de . dsr, then TSP becomes an ATSP.

In ACO algorithm, the first applied module is state transition rule module. An ant
situation in city » moves to city s by using state transition rule. This state transition
rules would favor transitions towards nodes connected by short edges with a high

amount of trail.

Local-updating rule helps to update ants each time they visit edges and change their
trail. Onee all ants have completed their solution, edges belonging to shortest tour made
by the ants have their trail changed by applyving Global-updating rule. They focus on
the global-updating rule that ean be used to solve the problem. Global trail updating
provides a higher amount of trail to shorten the toura.

They have two different ways to choose the ant that allows the performance of the global
updating: iteration-best updating and global-best updating. Their research adapts the
global-best updating method, which selects the selected agent that does the shortest

tour since the beginning of the computation.
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From their research, ATSP problem is the heuristic function that represents the inverse
distance between node r and node 5. In ATSP, it only uses the accumulated trail to

generate new tours.

They have alzo found out that a good value for parameter { used in updating rule is
(nLinn)-1, where Lu. ig the tour length produced by the nearest neighbor heuristic and n is

the number of cities.

The authors have categorized three families of edges, BE (Best edges) - those belonging
to the last best tour, TFE (Testable edges) - those that do not belong to the last best tour
but recently did, UE (Uninteresting edges) - those that either have never or have not for

a long time belonged to a best tour.

From the finding, Ants Colony Systems (ACS) favors exploitation of edges in BE and
exploration of edges in TE. An interesting aspect is, while edges are visited by ants, the
application of local updating rule makes their trail diminish, making them less and less
attractive.  From what they observe in their experiment., edges in BE when ACS
achieves a good performance will be approximately downgraded to TE after an iteration

of the algorithm and that edges in T will soon be downgraded to (/K.

From their research, they also find out that with the global-best updating method, the

system performs best in terms of average time per trail and in terms of the quality of the

generated tours. That is to say, time and quality of the tour is important.
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The authors have slightly modified ACS algorithm which incorporate a more advanced
data structure known as candidate list. Candidate list is a data structure normally used

to solve big TSP problems, It contains a list of preferred cities to be visited.

In [8], the author has proposed an augmented ACO algorithm for industrial scheduling.
A number of additions to the basic ACO algorithm to solve the industrial scheduling

problem have been proposed.

First, the authors propose to use multiple distance matrices to define terms in the
transition rule, which gives better adjustment of the exponent parameters and leads to
increase control of the algorithm. The research finds that the use of 3 separate matrices
allows for better adjustment of the exponent parameters. The produced solutions prove

to have better quality as compared to using single distance matrix approaches,

The authors have also proposed a look-ahead feature to provide look-ahead information
about the potential of the current partial solution. The look-ahead information carries
an estimation of the potential quality of a partial solution by combining a surrogate

function value for the current partial solution.

I'rom the research, it is obvious that an ACO algorithm can be used for generating

decision rules, which has inspired the idea for the proposad research,

In [20)], the authors introduce an agent-based ACO algorithm. The design is based on an

agent model that consists of Percepts, Actions, Goals and Environment. That is to say,

the author has combined the ACO algorithm with an agent model.
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In an Environment, virtual agents are allowed to read the pheromone and the heuristic

value of each edge that is leaving from the node where it is currently located.

Virtual agents manipulate the environment by changing the pheromone weights, that is
to sav, an environment is deterministic. The pheromone weights at the edges are

constantly modified and their value has great influence on the movement of the agents.

Additionally, it is possible for the virtual agents to communicate with each other. Such
an environment should provide information about the cost of each possible step in terms
of solutions quality, which is to prevent the agents from performing mere random search

if no pheromone information s available,

In Percepts, virtual agents are able to perceive the environment in a very local area
around their current position. The goal of the individual agents is not to construct high
gquality solution but to construct a valid solution. To achieve its goal of constructing a

valid solution, a sequence of actions is repeatedly performed.

Consequently more ants that crawl over the short path will deposit higher pheromone
and that will lead even more ants to choose that path. ACO algorithm not only
emphasizes on finding good path; it is also necessary to decrease all pheromone weights
after each generation by a amall value, The reason to decrease the pheromone weight is
to prevent the agents from prematurely getting stuck in a rather bad solution, which 1s

one of the most critical problems of neighborhood-based optimization techniques,

In [18], the authors have introduced the first version of Ant-Miner algorithm. Ant-

Miner algorithm is under the concept of Data Mining techniques. It 15 an Ants Colony
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Optimization for discovering classification rules with the system’s ant-miner. The
argument is that an ant-based search iz more flexible and robust than traditional

approaches that use heuristic value based on entropy measure,

ACO algorithm involves simple anis that cooperate with one another to achieve an
emergent, unified behavior for the system as a whole, producing a robust system capable

of finding high-quality solutions for problems with a large scarch space.

In the design, Ant-Miner has 4 sections, namely: heuristic function, rule pruning,

pheromone updating, and indirect pheromone evaporation function.

In general, an Ant-miner is to extract classification rules from data.  Ant-Miner
discovers rules referring only (o categorical attributes; therefore, continuous attributes

have to be discretized in a preprocessing step before mining process takes place.

As usual, Ant-Miner has pheromone initialization to start the whole process of rules
constructions before calculating the heuristic value. Immediately after the construction
of a rule, rule-pruning is undertaken to increase the accuracy of the rule. The quality of

a rule 18 measured using sensitivity, specificity and accuracy measurement.

Ant-Miner follows a sequential covering approach to discover a list of vlassification rules
eovering all, or almost all in the training case. The training set consists of all training
cases used to compare the generated rule from the system. The generated rule will be
added into the list of discovered rules. If the training cases are correctly covered by the
generated rule, then it will be removed from the training set. The process is repeated

until the number of uncovered training cases 15 greater than a user-specified threshold.
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The heuristic function, used by Ant-Miner is the entropy measure. This entropy
measure 15 computed for an attribute value pair only, so that it is more sensitive to
attribute interactions problems. In the design, Ant-Miner entropy measure is used
together with pheromone updating which thus makes the rule-construction process more
robust and less prone to get trapped into local optima in the search space. The higher
the heuristic value the more uniformly distributed the classes are, and the smaller the

probability that the current ant chooses to add condition rules to 1ts partial rule.

Rule pruning is a commonplace technique in data-mining. The goal of rule-pruning is to
remave irrelevant terms that might have been unduly included in the rule and it
increases the predictive power of the rule, thus helping to avoid its overfitting to the
training data. This improves the simplicity of the rules, making the rules more

understandable to end-user.

The process of rule pruning is to ileratively remove one-term-at-a-time from the rule so
as to improve the quality of the rule. The process is repeated until the rule has only one

term or until there is no term.

Pheromone updating is to produce better and better rules. The initial amount of
pheromone deposited at each path position is inversely proportional to the number of

values of all attributes,

In Ant-Miner, pheromone evaporation is implemented in an indirect way. Pheromone
evaporation for unused terms is achieved by normalizing the value of each pheromone,
At normalization time, the amount of pheromone of an unused term will be computed by

dividing its current value by the total summation of pheromone for all terms.
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In [16], the author proposges an improved version of Ant-Miner called Ant-Miner3. The

author modifies the pheromone update and the choice of transition (transition rule),

The modified pheromone update version is much easier and efficient. After an ant
constructs a rule, the amount of pheromone associated with each term that occurs in the
constructed rule is updated by the modified pheromone update method, and the

pheromone of unused terms 1s updated by normalization,

In the choice of transition, the result depends not only on the heuristic functions and
pheromone but also on a random number, which increases the chance of choosing term

not used in previously constructed rules.

From the finding, Ant-Minerd discovers more rules than Ant-Minerl: the accuracy of the

rule sets discovered by Ant-Miner3 is higher compared with Ant-Minerl.

The research discovers a method that incorporates tunable stochastic element when
constructing a rule. Thus it provides a balance between exploitation and exploration in
its operation. A different strategy for controlling the influence of pheromone values is

studied in the research.



2.2.3 Summary

In this proposed research, ACO algorithm is introduced to the internal processing in
Apriori algorithm. The purpose of this introduction is to replace candidates' generation

(joining and pruning actions) in Apriori algorithm.

From the literature review, ACO algorithm use pheromone trail and state of transition
to discover more understandable rules for end-users. Pheromone trail is a substance
deposited by an ant as it crawls along a trail. The stronger the trail, the higher 1s

possibility of other ants following that trail. It is a way communication among ants.

However in [20], the authors create an agent-based ACO algorithm. An environment
moidel in agent-based ACO algorithm is that each ant can communicate with each other.
As we know in real ant environment, ants are unable to verbally communicate among
themselves. Thus the authors create the ACQO algorithm which mimics the pheromone
trail of natural ants to let each artificial ant communicate with each other. The authors
have thus created a new way which provides ACO algorithm with an environment model
to live with. The pheromone walue has great influence on the movement of the ant-

agents in that environment.

In the transition module state, transition rule is created from the value of the
pheromone trail and the distance matrices for the respective cities.  We usge matrix
format to generate the transition rule, for example, we extract the value from city a to
city & and generate the probability for the respective move. The move is based on the

path of the lowest probability. In [20], the author has found out that, instead of using
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one distance matrices value in the state of transition module, three distance matrices

values provide better result quality.

In the review, a group of researchers [18] have combined data-mining with an ACO

algorithm and ereated Ant-Miner,

Ant-Miner has the same concept as in ACO algporithm. Ant-Miner alzo has pheromone,
The difference 1s that the pheromone trail 1s not used to generate any transition rule,
but iz used to update and evaporate the pheromone trail,  In Ant-Miner design,
pheromone initialization is used to start the tour, which thus adapts the concept in ACO

algorithm.

A rule construction maodule helps to generate all the possible rules and store them into a
discovered rule list and later the generated rule will compare itself with a training set
that contains training case. Ant-Miner adapts a heuristic function that 1s used in ACO
algorithm. In Ant-Miner, heuristic value is taken to be an information theoretic
measure for the quality of the term to be added to the rule. In rule-pruning module,
Ant-Miner uses sensitivity, specificity and accuracy measurement to prune the rules,
which have specific quality., The purpose of rule-pruning module 1s to improve the
simplicity of the rules and make the rules more understandable to end-users. The rule-
pruning module removes rules one-term-at-a-time, selecting only the terms below the

guality measure to be pruned, and this results in a better quality final generated rule.

In [1]. Apriori algorithm generates a vast number of non-understandable rules to end-

users. This is the weakness in Aprior algorithm. From the review, we find that ACO
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algorithm can help to discover understandable rules and yet it ability 1s never been

explored in Apriori algorithm. ACO algorithm can help to solve this weakness.

Another weakness in Apriori algorithm is the tedious candidates generation process.
We make use of the ACO algorithm ability to find shortest path in Salesman Traveling
problem, and to find the understandable rules in the data in the shortest way. With this
method, ACO algorithm can replace the tedious candidates generation process in Apriori

alporithm.
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Chapter 3: Data Collection Analysis

3.1 Data Collection

This research is to study how the two different algorithms can work together and help
each other cover their weakness. This thesis uses Skin-Burn data collected from

Kuching General Hospital as a sample data.

Approval from the hospital's Deputy Dean is first sought before the information is

obtained from the Record Unit Department where all the patients' case notes are kept.

The patient records are mostly not in digital form. Case-notes of patients kept in the
Record Unit Department is in hand-written notes and these have to be converted into
digital data for this research purpose. We have to manually go through the patients'
burn cases one by one and extract useful information from the cases to make up a data.

(Refer to Data Format section).

For the staff in Record Unit department, they need to trace all the skin-burn case-notes
manually according to the record number. They have not sorted out the patients’ case
notes based on the cases. The records are kept in a general basis which 1 difficull and

takes time for the staff to trace the cases.

Staff of Record Unit department would prepare a list of skin-burn patients' records
comprising record number, name, age, gender, cause and the degree of burns. Record
numbers shown beside the list would lead a searcher to trace the patient’s case-note that

we needs.



But some of the patients’ case-notes are not in Record Unit department because they

may be still with the doctors or have been sent to other department for their use.

During the data-mining process from the case-notes, the following obstacles and

guestions are cneountered:

o Trying to understand how the case-notes have been recorded.

o Difficulty in selecting the relevant information in the case-notes needed for this
research.

s Understanding how they determine degree of burn.

s [Inderstanding how they determine percentage of burn on burnt-area.

s How do they diagnose a patient when he is first admitted to hosgpital. Is this
information useful?

*  What are the first important information pieces they record for each case and how
can they useful for this thesis?

o [How to identify which data are required for the testing?

s«  Some case-notes are more than 100 pages long, which is very time-consuming to go
through and find whatever useful information.

o Many medical terms and names of medicines are very confusing and difficult to
dafferentiate.

s Hand-written notes are difficult to read,

To convert the extracted data into digital form, a simple form (Appendix A) i1s designed
for recording the data while studying the patients' cases one by one, The form is to
contain case-nofe number; palienl's age and gender; area, cause and percentage of burn,

degree of burn, description (if any). medication, discharge information, dressing,
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mntment/cream, etc. The information may also include plastic surgery, wound

debridement, ambulation, hydrotherapy and so forth.

The table does not need to contain information on patients’ nomes and addresses as

these are not uscful information. Case-note numbers are required because they help in

gasy tracing of the individual eases to get more detailed information for each case,

In the experiment, the prototype is designed based on cause, area, medication,

mntment/eream and dressing. The output result will base on these 5 ilems.
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3.2 Data Format

After the manual tracing work 1z done, the next step is to create a database table in
Microsoft Access. In the database table, all the necessary items are created based on the
manual form, It includes age, area, cause, percentage, degree of burn, description,

medication, dressing, ointment Scream and ofhers.

The Microselt Access database table format as in Figure 3.1, In order to store all the
information that is recorded manually, it is necessary to create more fields to store each
of the items separately. In item ‘area’, 4 fields are created to store the information. In
item  ‘Medication', 10 fields are ereated, item 'Dressing’, 5 fields are created, item

'Ointrent 4 felds are created, item 'Others” 6 fields are created (Figure 3. 1),

A human body can be divided into 5 categories: Head and Neck, Thorax, Upper Limb,

Abdomen, Pelvis and Lower Limb [7, 11 & 12].

In this sample data, the item ‘area’ represents the area of a human body that is injured
by burn. In the 'area' items are Head, Neck, Thorax, Upper Limb and Lower Limb. To
be more specifie, Face, Back, Foot, Mouth, Chin, Perinea, Eves, Genital, Palm, Head,
Penis, Finger, Lip, Seroium, Knee, Ear, Anal, Scalp and Whole body are also added into

‘wrea item.

The reason to categorize the areas 1s that too many item ‘area’ may cause confusion to

the svstem and will not create accurate result. But some arveas are categorized under

Upper Limb or Lower Limb. For example, Abdomen in this sample data is categorized
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under Lower Limb. Another example is Chin which is under Neck category, but in this
sample-data it is an individual category,
Ater the sample data are keyed into Microsoft Access database table, a lot of manual

checking 1 needed before the sample data is ready for experiment.

Not all the data item in the database table will be used for experiment. First screening
is carried out manually on the database file. Extract out the unnecessary data item
from the file. In the extracting process, record number, gender, discharge and

description 18 not keyved into the database table (Figure 3.2).

The design of this prototype system is to read the data from text file format. The next
step 1s to export the database data into text file. After exporting the sample data to text
file, some touch-up is required on the data in the text file before the experiment is

carried out.
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I"ield Name Data Type
Age Text

Areal Text

AreaZ Text

| Area3 Text

Arecad Text

Cause Text
Percentapge Text
Degree Text
Descnphon Text
Medicationl Text
Medication2 Text
Medication3 | Text
Medicationd | Text
Medication5 Text
Medication6 | Text |
Wedwatmn 7 | Text
__Mzadmatmnﬁi Text
Medication9 | Text
Medication10 | Text

| Dressingl Text

- Dressing2 lext
Dressingd Text
Dressingd | Text
Dressingd Text
Ointment] Text
Ointment?2 Text
Ointmentd Text
Ointmentd Text
Otherl Text
Other2 Text

| Other3 Text .
Other4 Text |
Otherb Text |

| Other6 | Text |

Table 3.1: Data Structure
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] 2 & mtihs hard - - il £l Sanaceramyl  Pomechazing
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Figure 3.1: Sample data used in this experiment in Microsoft Access print-sereen format.

The prototype system is designed to read the data in a straipht-line format (Figure 3.2)
without any breakage in between the data in text file. A comma is uses lo separate the
data with each other. Empty data cannot be left empty, in this sample data, "-" i to
indicate empty in the specific column, The sample-data from other sources has to go
through few steps of process before it can be used for the experiment. Thus, this sample

data 18 special for this protolype system.

"I " Lower Limb","-" "-""Hot Water","4","2" " Paracetamol”,"Phenergan™ "=, 0an ah o e v,
" "Silver Sulfadiazine”,"Uraotul”,"-","=" "= "Silver Sulfadiazine Cream™,"-","-","-" "Plastic
Surgery","Hydrotherapy™,"Avoid Sunlight”,"-" "=""-""8 Mths","Hand","-","-","Hot

0l 22 "Paracetamol”, Promethazine', " Cloxacillin®, " Rectal
Paracetamol”."Ampicillin®,"Muluvitamin®,"-""-","-" =" "Silver Sulfadiazine Cream”,"Vaseline
Gapze","Jelne” -0 0 -0 e v Pilastie Surgeny”,"Hydrotherapy™,"Tepid Sponging™,"-""-" -
"5 "Lower Limb","-" "=" "Hot

Water"," 16" "1","Paracctamol ", "Morphine", " Dormicum"”, " Midazolan”,"Mist Sodium
Chloride”,"Cefobid”,"Metronidazole”,"Mist Nacl"." Cefoperazone”," Ferrous Fumerate”," Silver
Sulfadigzine"."Vaseline Gaure”,"Normal Saline”,"EOQD"."-","Silver Sulfadiarine
Cream"™,"Chloramphenicol™,"Aquecus"."-","Plastic Surgery”,"Split Skin Grafi","Wound
Debridement”,"Hydrotherapy”," Avoid Sunlight™," Tepid Sponging”;" 1", Upper Limb" "Face"."-"."Hot
Err[dge","ﬂ"," 1-2" "Rectal Par

Figure 3.2: .Sample data used in this experiment after being converted to a text-file
format.



Chapter 4: Methodology

The Apriori-Ant algorithm has adapted two well-known methods in the area of mining
techniques and optimization techniques. Apriori algorithm 1s one of the algorithms used

in mining area. ACO algorithm is used in optimization area.

4.1 Apriori algorithm

The first part of this technigue is (o use Apriori algorithm method to generate 1-itemset
and 2-itemsel and at the same time to ecalculate the support for each set from the

databasze.

In l-itemset list, Supportftem is to store the items in the database. SupportCnt is to
store the amount of times that the items in Supportftem have been occurred in the

database or call frequent count (Table 4.1) (Appendix F & G).

Supportitem SupportCnt
Lower Tamh 53
Paracetamol 85
Phenergan 25

Silver Sulfadiazine | 142

Urgotul 5

| Morphine 5

Table 4.1: Sample of items with their respective count in 1-itemset list.

In 2-itemset list, it is to find all the possible combination from 1-itemset list and store
only the items that exist in the database. In this technique, the items stored in 2-
itemset list are arranged into x and ¥ position in Confidenceltem. ConfidenceCni is to

store the amount of times that the items in Confidenceltern have occurred in the
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database or call frequent count, It iz to make it easy for later calculation in ACO

algorithm section and Rule generation section (Table 4.2) (Appendix H & 1.

Confidenceltemn o ;

Position X | Position ¥ o — | BaniidenceCnt

Lower Limb | Paracetamol 52

Lower Limb Phenergan 13 )

Lower Limb Silver Sulfadiazine | 40
| Lower Limb Urgotul 13 ]
| Paracetamol Phenergan 22

Table 4.2: Sample of items with their respective count in Z-itemset list. The table
clearly indieates the items at position X and position Y.

In Apriori algorithm stage, pruning is not carried out during the generation of 1-itemset
list and 2-itemset list stage. The item generation stops after 2-itemset list is generated.
After generating and calculating of 1-itemset list and 2-itemset list, the process can then

proceed to Aprior algorithm Computation section.

4.1.1 Apriori algorithm Computation section

In Apriori algorithm Computation section, Lift measure method [3 & 10] 1s adapted.

Within the Lift measure method, Support measure and Confidence measure also applied.

The strength of Lift measwre method is that it is not down-ward closed method and does
not suffer from the rare item problem faced by Confidence measure method or other

measure method.

In this technique, the original {ift measure method has been modified.



Originally, lift measure [10] is:

Lift (x—v)=Lift{yv—x)=P(x and ¥)/(P(x)P(y))=Conf(x—¥)/Supp(v)=Confly-x)/Supp(x} (4)

Probability of item x and item v divides by the probability of x which 1s equivalent to the
following equation (4).

Pix and ¥/ (P P(y)) (&)

Lift of item x and item v is the confidence value of ilem x and v divided by support value

of ¥ (6).

Lift (x—=¥) = Conf(x—>y)/Supp(y) f6)
Conf(x—y) = Supp(x¥)supp(x) (7)
And the Confidence of ilem x and ¥ is equal to the support value of x and y divided by the

support value of x (7).

Lift of ztem v and ttem x is the confidence value of item y and x divided by support value

of x (8).

Lift (y—x) = Conf(v-»x)/Supp(x) (&)
|
Canfiy-—»x) = Supp(yrix)zupp(y) (9)
Confidence of item ¥ and x is equal to the support value of y and x divided by the support

value of ¥ (9).

Note: Support value of x and v, and, ¥ and x, have no different.

Lift {(x—v)=Lift (v—x) (1)



In the lift measure method, Lift (x—v)=Lift (y—x) following table (Table 4.3) shows the

validity of the life measure equation is correct (10).

i | tem X | Ttem Y | Item | Conf((x—v)) Support | Lift {
X&Y nd '

Tift z = , 38/85= [ 0.447058823/53

aawy |2 2 48 0.447058823 | ° = 0.008435072

Lift ) ) 38/53= | 0.716981132/85 |

gox % [P B Jomieesiss | =0.008435072 |

Table 4.3: émﬁﬁana:—m of formula Lift (x—>y) and formula Lift {v—>x).

Although the ConfidenceCnt value is varies for each other, however the lift values are
the same, thus it proves that Lift (x—y)=Lift (v—x) 1s valid (Table 4.3).
Modified lift measure 15 as below:

Lift (x—y)=(Conf(x—y)/supp(y))*supp(x) (11)

From the original lift measure, the calculation is confidence count of item x & v divided
by the frequency count of item v, Frequent count of item x & v iz the amount of item x &
¥ that occurs in the database. In the modified 1ift measure, it retains the original
formula, the modification part is to multiply the original formula to frequent count of

item x. It iz to make zure the values are accurate (11),

The {x—y) is to present tfem x and ffem ». But in this example ¥ and v denote the
pogition in 2-itemset list that is generated in Apriori algorithm. You will find xCount
and yCount variables in later section. They are the frequent count for the item in x

pogitton and v postfion individually in 2-itemset list.

xCount and yCount formula;

xCount = SupportCnt[loop]/Total - if Confidenceltem [loop] [x]=Supportltem[loop]  (12)
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¥Count = SupportCnt[loop]/Total - if Confidenceltem |loop|[y]=Supportltem[loop] (13)

Example from the formula above (12 & 13), xCount 1s calculated by SupportCnt divided
by Total. SupportCnt{loop] iz the frequent count in 1-item set in the array, Total'is the

amount of data that is used in this experiment (12 & 1.3).

Confidenceltemfioop/{z] is a two-dimensional array which stores the combined item from
l-atemset list in posifion x. Supportilemfloop] represents the item in 1-itemset list in the

form of one-dimensional array (12 & 13).

(Jcrnﬁnfenggﬁem L. ) ] T
Position X TRy _ Eﬂrr.ﬁdem,eﬂm xCount o yCounl
| Lower Limb Paracetamol | 52 53/90=.588889 | 85/90=0.944444

Table 4.4: xCount and yCount value for Lower Limb and Paracetamol.

| Supportliem SupportCnt .
Lower Limb 53 i
Paracetamol o l
Table 4.5: Lower Limb and Paracetamaol in 1-itemset list and their counts.

From the example above, xCount for Confidenceltem Lower Limb & Paracetamol’ is
53/90 = 0.588889 (9) (Table 4.4) as the position x in 'Confidenceltem{loop/{x] i1s Lower

Limb. SupportCni for Lower Limb is 53 (Table 4.5).

yCount for Confidenceltem 'Lower Limb & Paracetamal’ 1s 85/90=0.944444 (13) (Table
4.4), Position y in 'Confidenceltemfloopl{y]' is Paracetamol. SupportCnt for Paracetamol

is 856 (Table 4.5),



To caleulate Lifi measure, ProConf=ConfidenceCnt/total (14) 1s applied, ConfidenceCnt
iz the probability of count for item x and item v that occur together in the database
{Table 4.2).

ProConf=ConfidenceCnt /total (14)

From the example above, the support of Confidenceltem 'Lower Limb & Paracelamol' in
Zitem set 1z 52 (Table 4.2) Tolal’ 12 the amount of data that use in this experiment.

The value of ProCon/ 15 0.577778 (15).

ProConf = 52/90

= 0.577778 l3e)

After ProConf iz caleulated, next is to caleulate the confidence value of ifem x and item

¥ by using Confidence measure methaod,

Confidence measure 1s as helow:
Confix—v)=P{yv | x)=P{x and »)/P(x) = Supp{x—v)/Supp(x) (16)

Pl | x)=Pix and vWP{x) (17}

Probability of item x and ifem y divided by the probahlility of item x, which is equivalent
to (18).

Supp(x—y¥Supp(x) (18)

Support of item x and item y divided by the support of item x.
Simplified method:

Confix—vi= Supp(x—y)/Supp(x) {19}



Supp{x—y) 12 the amount of count for item x and item ¥ in 2-itemset list and Supp(x) 1s
the probability for x in 1-item set.

Conf=ProConf/xCount (20)

In order to get Conffx—y), Conf=ProConfixCount is applied (19). xCount is the

support count in which the Supportfiem matches with the item in position x in 2-itemset

list (12).

For example,

Confidenceliem 'Lower Limb & Paracelamol' in 2-item set. Value of ProConf is
0577778 (14 & 15), the item in x posilion in this example 18 ‘Lower Limb' and the
support count for xCounnt for 'Lower Limb’ is 53/90=0.588889 (12).

Conf = 0.577778/1.5855889

= 0.981152 (21)
lift = (Cont/yCount)*xCount (22)

In lift measure, lift = (ConfivCount)*xCount (22). xCount is the support count for 2-
itemset list in position x and yCount is the support count for 2-itemset list in posilion v

which have deseribed in Apriori algorithm section (12 & 1.3).

o
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xCount = SupportCnt/Motal if Confidenceltem|loop][x]=Supportltem[loop]

S (refer to 12)
}Cﬂttnt J~~Qm{.:upf_uLl{_an‘c.-""I'rJltd] if Confidenceltem[loop] [v]=Supportltem [loop]
| i (refer to 13)

“Rm Cﬂnf— Cﬂnﬂde nceCnt/Total

(refer to 14)
Cﬂn}‘l—PrﬂCﬂnﬂxf ount

\\ x g (refer to 20)
Lift ’

g = 3ﬂnﬁyCﬂun}}fxﬂount_
h Dl (refer to 22)

THustration 1: The relation between formulas for xCount, ¥Count, ProConf, Conf and
Laft measure method.

From the example of 2-item set 'Lower Limb & Paracetamol’. Position x is "Lower Limb’
and position y is "Paracetomal’, their support count is 53/90 and 85/90 respectively
stored in xCount (12) and yCount (13). We substitute the values of Conf (20}, vCount

(13} and xCount (12) into the lift measure formula.

Lift =(0.981132/0.944444)*(.588889

=0.611765 (23)




4.2  Ants Colony Optimization algorithm

Ants Colony Optimization algorithm substitutes the values from Apriori algorithm
Computation section into Pheromone calculation like finding the probability of

Pheromane, Pheromone Update and Pheromone Euvaporation (Appendix J).

There are two different uses of Pheromone: Exploration and Exploitation. Exploration is
a stochasgtic process in which the choice of the component used to construct a solution to
the problem 1s made in a probabilistic way. Exploitation chooses the component that

maximizes a blend of pheromone trail values and partial objective function evaluations.

4.2.1 Pheromone caleulation

In Pheromone Calculation, pheromone probability caleulation is carried out. In this
design, the pheromone probability caleulation is divided into two parts, Dirst is to
calculate amount of pheromone preference and then follow by calculating the probability
of the pheromone. In algorithm, probability of the pheromone iz used to decide which

item is joined into the rule set and which item is not.

Pheromone formula(1):
Pher = (Pheromone Matrix*o)/(Distance Matrix®[3) (24)
Pher = (0.577778%.06)/((0.611765+0.944444Y%0.8)

= (LZBEEE9/(1.5566209Y% (8

= ().2858859/1.2449672

= ().232045 (25)



The Pheromone value is proportional to the desirability of having particular assignment
in the solution. It 18 to show the connections between two nodes, Distance 1s included to
enhance the algorithm efficiency. Tuning constants o and f 1s important as it govern
the relative importance of pheromone concentration ve distance. Dorigo et. al{1996) [9]
refers o & [} as 'desirability measure’, deserving the degree of importance of smell and

sight in influencing pseudant behavior,

Setting on the o parameter or the pseudant's behavioral sensitivity to the pheromone i3
also significant. If the setting iz too low, the pseudants would fail to heed the preferable
pathways, and the system converges on a desirable solution. Set too high, the pseudants
rely too much on the pheromone, and in so doing, would fail to adequately explore

uncharted territory.

If the B 1s set too low {a highly volatile pheromone), the algorithm is less efficient. A
highly volatile pheromone would potentially result in premature forgetting' of optimal

pathways, resulting in a time delay of finding the optimal solution.

In pheromone formula(l), we use ProConf (14) and lift (23)+yCount (13) to replace
Pheromone and Distance in the original formula of Pheromone in ACO algorithm. Pher
= (ProConf* 05)/(({ift+yCount)* 08), ProConf denoted as pheromane and lift+vyCount
denoted as the distance. In this experiment, the @ is set to 0.5 and B is set to 0.8 to test
the data. Setting o to 0.5 15 to balance the pheromone value in the experiment., If
setting is too high, it may rely too much on pheromone value. If too low, it may fail to
heed the pathways. Setting § to 0.8 is to avoid highly volatile pheromone happening in

the experiment (24 & 25).



ProConf (14) is the Confidence value of two items in the experiment. [t is caleulated by
using Confidence measure in Apriori algorithm. In nature, Confidence value denotes
the conditional probability of the head of the association rule. It represents the power of

relationship of two items to the third one which may join in to form a rule.

In this point, ProConf (14) serves the same purpose as in Pheromone in ACO algorithm.
Instead of denoting the conditional probability of the head of the association rule, it

gshows the relationship of the connection of two items in the process,

Lift+vCount denotes Distance in ACO algorithm. Distance is used to enhance the
algorithm efficiency. Lift (23) value 15 to measure how many times more often the two
items oceur together than expected il 1t were statistically independent. Lift (23) is to
evaluate the quality of an association rule. It shares the same concept in ACO

algorithm. Lift (23) can help to enhance the efficiency in the algorithm.

But Lift (23) value alone is not enough. yCount (13} is the frequent count for the item
in position y in 2-itemset list. The reason to add yCount (13) in this experiment is that
item in pogition v has strong influence. It indicates which item in position v in 2-itemset
list is the best match with item in position x. With the highest value, the joint item in 2-

item st will be chosen for the next process or until no more mateh s found.

Lift+¥Count value provides more accurate value as compare to a stand-alone Lift

value. Lift+yCount value also provides stronger relationship for the two joint items in

the 2-1temset list.
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Pheromone formula(2):

Pheromone=(Pher/Total Pher)* 100 (26)

Pheromone = (0.232045/47 3862)% 100
= (0.00489683* 100

= (1.489689 (27)

Pheromone formula(2) 1s to caleulate the probability of pheromone. (26) The formula is
rather easy: divide the Pher (24 & 25) by the total pheromone preference value and

multiply by 100%.

In this case, the probability pheromone value is not to be used for starting up a tour but

to generate rule with the heaviest pheromone value,

The Pheromone and Distance values are arranged in the form of Matrix. But in Apriori-
Ant algorithm, these two denoted values are not arranged in Matrix form. The
Pheromone and Distance values are used to ealeulate the Probability of the Pheromone

for the items in 2-itemset list.

=1
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4.3 Generating the rule

The idea of ACO algorithm in this experiment is to find the shortest path. This
algorithm adapts the idea of ACO algorithm and uses algorithm (o generate rule in the

shortest time,

ACO algorithm starts the tour through a random search in the database (Appendix K &
M). This algorithm adapts the same idea which starts the random search in 1-item set
instead of 2-itemset list. 1-itemset list consists of Supportltem and SupportCnt (Table
4.1}, The random search 1s based on Supportftem items. Supporiltem item serves as
the starting point in the rule generation process. If we set the test in 100 times, 100

random searches will be carried out in 1-item soet,

To start the tour, Supportliem item is first used to find the match in Confidenceltem set
in 2-itemset list, and only the highest pheromone value is chosen to form the rule. In
Confidenceltem set, the item in position x and v will carry out the rest of responsibility
in forming a rule. Item in position v will help to match in position x in next rule
generation process until no more matches are found and only the item with highest

heromone value will join into the rule set. This process repeats until no more matches
] |2

are found.

Example:
In the firat random search, Supportitem "Cloxacillin” is selected. The next process is to
match any Confidencellem in 2-itemsct list in position x with only "Cloxacillin” item,

And only the highest pheromone value is selected for rule joining and matching process,

ita]



Supportltem : Cloxacillin

Confidencelflem

Position = Pasition vy Pheromone
Cloxacillin - Hyvdrocolloid 0.0996442
Cloxacillin -~ Vaseline Gauze (.0922068
Cloxacillin  Silver Sulfadiazine 0.605617

Cloxacillin - Silver Sulfadiazine Cream  0.113849

Rule: Cloxacillin, Silver Sulfadiazine

Figure 4.1: First cycle of rule generation. The randomly selected item is Cloxacillin,
Silver Sulfadiazine 1s selected because it has the highest pheromone value in the list.
Silver Sulfadiazine is added to the rule list and iz used for the second cvele of rule
generation.

In this process (Iigure 4.1), we have 2 items added into the rule set - Cloxacillin and
Silver Sulfadiazine. In this step, 1-itemset list it done and we use the items in 2-itemset
list in position y to find the next item to join into the rule set. From the example above,
the item for the next process is "Silver Sulfadiazine' in position v. 'Silver Sulfadiazine’
serves the purpose as in the previous process to match the items in 2-itemset list in
position x and only with the highest pheromone value is selected for the rule joining and

matching process. This process will repeat until no further item is found in the

database,

Position v: Silver Sulfadiazine

Confidenceltem

Position x Position y Pheromone
Stlver Sulfadiazine Silver Sulfadiazine Cream 2.78536
Bilver Sulfadiazine Vaseline Gauze 0.111752
Silver Sulfadiazine Normal Saline 0.099594
Silver Sulfadiazine Hydrocolloid 0.133442

Rule: Cloxacillin, Silver Sulfadiazine, Silver Sulfadiazine Cream,

Figure 4.2: Second cycle of rule generation.
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In this process (Figure 4.2), 'Silver Sulfadiazine & Silver Sulfadiazine Cream' with the
highest pheromone is selected. 'Silver Sulfadiazine Cream' is added into the rule set

and it will be used for the next matehing process to find the rule,

Position y: Silver Sulfadiazine Cream

Confidenceltem

Position x Position ¥ Phervomone
Silver Sulfadiazine Cream Aqueous 00677123
Silver Sulfadiazine Cream Liquid Paraffin 0.0414607
Silver Sulfadiazine Cream  Chloramphenicol 44.6859

Rule: Cloxacillin, Silver Sulfadiazine, Silver Sulfadiazine Cream, Chloramphenicol,

Figure 4.3; Third cycle of rule generation.

In this process (Figure 4.3), 'Silver Sulfadiazine Cream & Chloramphenicol' with the
highest pheromone is selected. 'Chloramphenicol’ 12 added into the rule set and it will

be used for the next matching proceszs (o ind the rule.

Position y: Chloramphenicol

Confidenceliem

Position x Position ¥ Pheromone
Chloramphenicol Liquid Paraffin (.0344572
Chloramphenicol Hydrocortisone 0.00923852
Chloramphenicol — Aqueous 326.734
Chloramphenicol Intrasite 00330718

Rule: Cloxacillin, Silver Sulfadiazine, Silver Sulfadiazine Cream, Chloramphenicol,
Agueous,

FMgure 1.4: Fourth cyele of rule generation,
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In this process (Figure 4.4), "Chloramphenicol & Agueous with the highest pheromone 1s
selected. 'Aqueons’ 1s added into the rule set and it will be used for the next matching

process to find the rule,

Confidenceltem
Position x Position v Pheromone
Agueous Liquid Paraffin 3189.07

Rule: Cloxacillin, Silver Sulfadiazine, Silver Sulfadiazine Cream, Chloramphenicol,
Aqueous, Liquid Paratfin

Figure 4.5: Fifth cycle of rule generation.

In this process (Figure 4.5), 'Aqueons & Liquid Paraffin' with the highest pheromone is
splected.  'Liguid Paraffin' is added into the rule set and it will be used for the next

matching process to find the rule.

Position y: Liguid Paraffin

Figure 4.6: Sixth rycle of rule generation.
No more match for Liguid Paraffin (Figure 4.6), the matching process will stops here.
The rule for this cycle 1s 'Cloxacillin, Silver Sulfadiazine, Silver Sulfadiazine

Cream, Chloramphenicol, Aqueous, Liguid Paraffin'.

Mustration 2 below is to simplify the rule generating process. In each cyvele, the same

item in 1-itemset list may be selected in the process.

Bl



1-item set : ABC

Tabu list:ABC

2-1item set ; posttion(x) pusitifil};g)/f"
ABC _~DEF Check with Tabu list if exist then stop.
i If not add into Tabu list
f,.,f“" Tabu list: ABC, DEF
Z-item set ; position(x) pusitiu?/{;g],//
DEF XYZ - Check with Tabu list if exist then stop.
> o If not add into Tabu hist

.a-""f
2-item set : position(x)
XYY

Tabu list: ABC, DEF, XYZ

position(y).—"

ABC -

Check with Tabu list if exist then stop,

If not add into Tabu list. In this case
it stops as ABC exists in the tabu list

IMustration 2: Rule Ceneration Procoss

In each process vou may find that the pheromone values are different. In order to make
accurate result, Pheromone Update and Pheromone Fuaporation also applied in ACO
algorithm. But the formula for Updating and Evaporating is much simpler than that in

ACO algorithm.

Original pheromone update formula as follow:

phery (1+1) = hphery(t )-:E Ak
a f28)
Al = Q
Luna'L}bk (29)
Maodified Pheromone Update formula:
(0.04%pheromone- D+pheromoneH SupportCnF0.001) (30)
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There are two modifications in the original formula used in ACO algorithm. The first
modification is that, instead to get 100% from previous pheromone, we get 0.04% of the
previous pheromone. Second modification is, we get the 0.001% from the SupportCnit
value (Figure 3.1). SupportCnt value is the frequent value for the item in position v in
Z-itemset list. In this experiment, SupperiCnt value automatically refers to item in

position v in 2-itemset list.

Pheromone evaporates over time, preventing levels becoming unbounded, and allowing
the ant colony to 'forget' old information. In the formula below, pheromone value is

reduces on each edge once per cyele. p is the evaporation rate, where 0 <p <1,

Original pheromone evaporation formula as follow:

pherij (£) = (1-p)* pher; (1) (31)

Pheromone Evaporation formula:

Pheromone Kvaporation = Pheromone-(0.001*Pheromone) (32)

In the ‘Pheromone Evaporation formula’, the formula far more casy as compare to

original formula. In each cyele, the pheromone will be reduced by 0.001%.

To avoid searching process repeating the items that have been visited, Tabu memory is
used. It keeps track on the items that have been visited. Another use for Tabu memory
is for starting a search which 1s called Tabu Search. Tabu Search is an iterative local

search metaheuristic. But we do not adapt this idea in this algorithm._



Chapter 5: Experimental Result

At least 366 MHZ computer speed 1s required to run the prototype system. The required
software iz Microsoft Visual C++ version 5 and above, The experiment 1s done using a

366 MHZ computer apeed with Microsoft Visual C++ version 5.

In Apriori algorithm, transactional data is used, but a non-transactional data is used to
test Apriori-Ant algorithm. In Apriori-Ant algorithm, the process is divided into 2 steps.
The first step, as conducted in Apriori algorithm, is to generate first itemset and second
itemset.  In the experiment, the data set is separated according to cases; which is

different from Aprior1 algorithm where data used in the experiment are not segmented.

I'rom the data set, records are extracted based on 8 different cases to form their own
sample data. The 8 different cases are ‘Hot Water', ‘Flame', ‘Hot Oil’, *Firecrackers',
‘Electrical', ‘Hot Soup’, "Hol Porridge’, and ‘ot Air’. In each sample-data, the number of

records varies from each other.

The reason to separate cases data into different segments is so that, later, when the
rules are generated by the Apriori-Ant algorithm, they are already based on their own
cases. Thus, the rules can easily be used in Expert System instead of creating a system

to extract the individual rules based on the cases.

In the experiment, 1000 cycles in pheromone section and 20 rules generation is carried

out 1n the process.

64



Table 5.1 shows the result of the experiment in 8 different sample-data: they are 'Hot

Water', 'Flame', 'Hot 0", 'Firecrackers', 'Electrical', 'Hot Soup’, 'Hot Porridge’ and "Hot

Air',

records’.

In the research, the experiment takes place in 6 areas: they are 'Number of Records',

‘Total Pheromone value (I#t cvele)',

'Processing speed (minutes, seconds)',

Kach sample-data is arranged in ascending ovder according to the 'Number of

'Number of item in I-itemsel list', 'Number of item in 2-itemset list’ and 'Number

of rules’.

]S:]a::aple o 1 ‘I;;;t;m Flame | Hot Qil | Firecrackers | Elecirical Eﬂgl:p E;J:n e Haot Air !
- .

E;‘D“;f;; 2 | o0 33 15 5 4 2 1 1 l]

Total | - - |

fif:;rgf’fﬂ | 473362 | 70.686 | 426054 | 199161 430192 |6.876 |B2.376 | 1875 |

Cyele) '
3 7 1 _ |

20 rules | minutes | minutes | minutes | 19.23 J6.28 6.87 24 07 5.01
1473 2275 01.38 seronds seconds seconds | seconds | seconds
seconds | seconds | seco i '
3 |2 1 el l

100 rules minutes ' minutes | minutes | 2053 38,66 T.04 2470 | b.a9 |
2333 31.13 0b. 48 zeconds seconds | seconds | seconds | seconds |
seconds | seconds | seconds |
4 3 1 ] i

Eliynies minutes | minutes | minutes | 21.63 42 93 713 26.88 !! f 4R
13:33 14 40 23,88 seconds seconds seconds | seconds | seconds |

I seconds | seconds | seconds SRS T } |
b 4 |1 |

1000 rules minutes | minutes | minutes | 22,33 43 .83 T.23 27.33 b.h1
16.13 0575 31,85 seconds seconds | seconds | seconds | seconds
seconds | seconds | seconds |

i"u“l;“sbe”f 1668 | 1357 | 597 167 312 30 190 ( 6

Table 5.1: Comparison for 8 different sample data in 6 areas.



From Table 5.1, it clearly shows that the number of rules is affected by the pheromone
values, and by the number of items in l-itemset list as well as 2-itemset list, The

number of records has little effect on the number of rules generated.

For example, in the 'Hot FPorridge’ sample data, only one record is being tested in this
experiment. But one record can produce more than 100 usetul rules as compared to '‘fot
Air' which i1s also with one record. This is to prove that the number of records has no
effect on the number of rules generated, but the number of items in 1-itemset list and 2-
itemset lizst does, From example in 'Hof Porridge’ and 'Hot Air', the number of items in
l-itemset list and 2-itemset list of ‘Hot Porridge’ 1s more than 'Hol Adwr'. 1t will be

further explained in later section.

In thig experiment, we focus on the following two areas:

¢ Processing Time.

¢ Rule generation.
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a.1 Experimental: Processing Time

One of the objectives to design Apriori-Ant algorithm is to reduce candidates generation

process which also reduces processing time,

In this research, an experiment is done on the processing time but its focus 1s not to test
if Apriori-Ant algorithm has better efficient processing time as compared to other
Algorithm such as Apriori algorithm. The experiment is to find out what is that which
effects processing time in Apriori-Ant algorithm, and how to enhance the processing

time.

Besearch in this section reveals that processing time iz firstly influenced by the total
pheromone value, and secondly is influenced the number of records. And these two
factors have connection to each other. This will be further explained in the following

sectlon.

5.1.1 Total Pheromone Value and Number of Records

The ‘Total Pheromone value is the total pheromone value of items in 2-itemset list
generated 1n the fArst processing cyvele. The "Tolal Pheromone value’ would increase

after each eyele.

In the example of 'Hol Waler’ sample-data, 1668 items are generated and stored in 2-

itemset list (Table 5.2).
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| Bammple of | Hot ., | Fira- i Hot Hot
 Data Water Flame. |Hot Oil erackers Elestrioal Soup Porridge HobAir
prombeEet | g4 33 15 5 4 2 1 1
Records "
Total
Joromone | 47.3862 | 70.686 | 425054 | 199161 | 489102 | 6875 |50.876 | 1.875
alue (1%

Cyele)
Processing | 3 2 1
Spesd minutes | minutes | minutas | 19.23 38.28 6.87 24 07 5,01
(minutes, [ 1473 2279 01,38 seconds | seconds | seconds | seconds | seconds
seconds) seconds | seconds | saconds o Lo | -
Number of [ | o
itemsinl- | 118 g0 b 24 36 g 21 &
itemsat list | g
Number of |

| itemsin 2- 1668 1357 BaT 147 312 a0 190 g
itemsetlist) |
NUmbsEDE | .y noy ’::10(10 =600 |»170  |=320 =40 |>200 |8

I rules. | | RO i PN e IR

Table 5.2: Comparison for 8 different sample data in 6 areas. (Emphasize is on Hot
Water sample data)

The "Total Pheromone value' indicates the number of items generated in 2-itemset
list. It also indicates the number of rules that would be generated during the processing.
In other words, the items in 2-itemset list also affects the number of rules generated
during the processing. Higher pheromone value would produce more rules while lower
pheromone value would produce fewer rules. This will be explained under 'Experiment:

Rule generation”,

Table 5.2 shows how "Total Pheromone value' atfects the number of items generated
in 2-itemset list. ‘flof Porridge' has higher pheromone than that of ‘Hot Air® although
both of them have only one record for processing. Note the number of items generated
in 1-itemset list and 2-itemset list. Table 18 shows that 'Hot Porridge” with higher

pheromone value creates more items in 1-itemset list and 2-itemset list as compared to

"Hot Air',

68



Sample of | Hot :
Data Barridge | FOPALE
MNumber of 1 1
Records

Tatal

ﬂgfgg‘ﬁiﬁle 59.375 | 1.875
Cycle) "

Processing

Speed 24.07 5.01
(minutes, seconds | seconds
seconds)

Number of

items in 1- { 21 4
itemset list

Number of

items in 2- | 190 6
itemset list

Number of =200 6
rules,

Table 5.3: Comparison between Hot Porridge and Hot Adr sample data.

Table 5.3 shows that processing speed is affected by "Total Pheromone value' if both
have the same number of records for processing, Processing speed for "Hot Porridge’ is

24.07 seconds as compared to 'Hot Atr"which is only 5.01 seconds.

The above finding proves that the higher it is the 'Total Pheromone value’, the more

items in 1-itemset list and 2-itemaet list are generated and thus more processing speed

i needed (Table 5.3).

Another example: If the "Toltal Pheromone value' of two cases are almost equal to
cach other, then the "Number of record’ would be considered. The higher the
'‘Number of record’ is, the more items are generated in l-itemset list and 2-itemset list

(Table 5.4).
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Sample of
Data
Number of | 4
Records "

Total
Pheromone
Value (1=
Cycle)
Processing
speed 19.23 36.28
{minutes, seconds seconds
seconds)
Number of
items in 1- | 24 36
itemset hist
Number of
items in 2- | 167 312
itemset list
Number of
rules.

Firecrackers | Electrical

19.9161 43.9192

=170 =320

Table 5.4: Comparison between Firecrackers and Ilectrical sample data.

In Table 5.4, 'Firecrackers’ and 'Elecirical’ sample data arve tested. The "Total
Pheromone value' for these two sample data iz 19.9161 and 43.9192 respectively. And

the number of records of these two sample data is 5 and 4 respectively (Table 5.4}

This example shows that, although Firecrackers’ sample data has more data than
Blectrical’ sample data, it does not mean that Firecrackers’ sample data will have more
‘Total Pheromone value than ‘Elecirical’ sample data. The amount of ‘Total
Pheromone value is based on the items in 1l-itemset list and 2-itemset list. This
experiment reveals that more items generated both in the list would produce more

‘Total Pheromone value'

No experiment ig needed to prove that more records reguire more processing time. To
improve processing time, it ig necesgary to reduce pheromone value because pheromone

value has an effect on processing time.



The experiment shows that more pheromone value requires more processing tume
regardless of the number of items generated or the number of rules generated. But
pheromone value is the one that determines which item is to be joined into the rule list.
Setting pheromone too low affects quality of generated rules. Thus, it is important to
find an effective formula which can reduce processing time and at the same time retain

the quality of generated rules.
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5.2 Experimental: Rule Generation
In rule generation experiment, 2 areas are tested:
¢+  What influences the number of rules generated?

¢ How rules are generated.

The objective of this experiment is to find out how to improve the number of rules

generated and how to enhance the rule generation procesa.

5.2.1 What influences the number of rules generated?

In this section, the research reveals factors that influence the number or rules generated
in Apriori-Ant algorithm. There is a relation in the number of items in 1-itemset list

and the number of items in 2-itemset list,

YN Sample Number | Number of items | i;:msb;: g{ Number of
Data of Record | in I-itemset list | L6781 2 rules
el e L ERORASES L
| Hot | 190
2 .
! Porridge ! =1 l e
2 | Hot Air 1 4 |6 =10

Table 5.5: Comparison of Hot Porridge and Hot air sample data under ‘Number of
Becord’, "Number of items in 1-itemset list’, ‘Number of items in 2-itemset list’, and
Mumber of rules’.

In Tahble 5.5, it shows the relationship between "Total Pheromone value', the 'Number
of Items in I-itemset list', the ‘Number of Items in 2-itemsel list’, and the '‘Number

of fiules generated in the process,

First, we look at the relationship between ‘Total Pheromone value’ and ‘Number of
items in I-itemset list’. More pheromone value produced more items in 1-itemset list,
but thiz hypothesis does not apply to all cases. Take ‘Flame sample-data and "Hot
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Water' sample-data as an example, “Flame’ sample-data produce more pheromone value
than ‘Ifot Waler’, but it does not generate more items in 1-itemset list. In this example,

‘Number of records has influence on the number of items in 1-itemset list.

And second 1s the ‘Number of items in I-itemset list' and the '"Number of items in 2-
itemset list' have great influence on the number of rules generated. The highest total
pheromone value would create more items in 2-itemset list. In other words, highest
"Total Pheromone value' would produce more rules as compared to the lower "Total

Pheromone value’.

The reason why the highest pheromone value produces more rules is that the number of
items in 2-itemset list with highest pheromone value are more as compared to lowest
g P P

pheromone value.

In the experiment, sample-data ‘fHot Porridge' and 'Hot Air® are used. Both of these two
sample-data are with 1 record. But the rule produced hy the system for these twao
sample-data are different. ‘Hot Porridge’ can produce more than 100 useful rules but is

less than 10 useful rules for '[of Air',

Table 5.5 explains why 'Hot Porridge' produces more rules than ‘Mot Air’. The number
of items for 'Hot Porridge’ in 1-itemset list is 21 while the number of items in 2-itemset
list is 190, From this relationship, you can see that the largest 'Number of items in I-
itemset list' will produce more items in 2-itemset list. [tems in 2-itemset list arve to

store the possible combination of items in 1-itemset list.



The process is based on the hypothesis of probability in mathematic formula. The
probability of the combination of 4 items in l-itemset list is 6 items in 2-itemset list

(Table 5.6).

| I-itemset list 2-itemset list |
A A&, A&C, A&D
B B&C, B&D
& C&D

| D

__-!'_—_iEErrié;et list 2 itemset list
,_!i"g__ 3o | A&B, A&C, A&D, A&
2> I B&C, B&D, B&E

L_______ _ C&D, C&E
B _D&E

| E

Table 5.6: Example of 2-itemset list generation based on 4 items; A, B, C, and D.

Howewver, the probability of the combination for 5 items in 1l-itemset is 10 items and

would be generated in 2-itemset list. For example in Table 5.7,

Table 5.7: Example of 2-itemset list generation based on 5 items; A, B, C, D, and E.

In this case, it indirectly indicates that the more items in 1-itemset list, the more rules
arc generated. The number of items in 1-itemset list can be used to predict the number
of rules to be generated. The items in 2-itemset list is the possible combination in 1-
itemset list. The items in 1-itemset list is not repeated from each other. So the number

of items in 1-itemset has great effect in 2-itemset list.

The reason why the number of items in 1-itemset list can be used to indicate the number
of rules is that, the more items in 1-itemset list that are generated, the more items are

generated in 2-itemset list which can be used to form a rule that is why the highest



pheromone wvalue. The less number of items in 1-itemset list, the less items are

senerated 1in 2-itemset list that can be joined to form a rule,

Indirectly the number of items in 1-itemset list can be used to predict the number of
rules generated, but the direct affect is the items in 2-itemset list. The reason is that
items in 2-itemset list are the possible combination of items in 1-itemset list. In the
algorithm, rule generation iz based on the items in 2-itemset list. In other words, the

number of itemsz in 2-itemset ligt iz the number of rules to be generated in the process.

The less items in 2-itemset list the less rules are generated. In hypothesis, 190 items in
Zaatemset list would produce 190 rules and 6 items in 2-itemset list would only produce 6

rules.

Az a result of this experiment, the rule generation process has a relation with the Total
Pheromone value, Number of items in I-itemset list and Number of items in 2-
itemset list. The value of pheromone would influence the number of items in 1-itemset
list. More items in I-itemset list would also create more items in 2-itemset list. And
more items in 2-1temset st would generate more rules in the end of the process. 1t can
thus be assumed that the number of itemsa in 2-itemset list is related to the number of

rules generated in the process,

To prove that the hypothesis is correct, we carry out another experiment on rule
generation by algorithm, Experiment is carried out in 3 selected zample data, "Hot

Porridge’, 'Hot Air' and "Hot Soup .
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Sample Number Number of items *7“""“"?" of Number of
No : ; 5 itemsin 2-

Data of Record | in I-itemset list ! E rules

o itemset list

Hot
“1. _ Porridge 1 21 191_} ) _ 190
| 2 Hot Air 1 4 6 - ]
3 | Hot Soup 2 9 30 30

Table 5.8: Shows the relationship between 'Number of items in 2-itemset list’ and
Number of rules generated’.

Table 5.8 clearly shows that the "Number of items in 2-itemset list' is the same as in
the 'Number of rules’. It thus proves that the hypothesis is correct as the 'Number of
items in 2-itemset list' indicates the 'Number of rules’ generated. This iz because

the rule generation process is based on the items in 2-1temset list.

Checking whether the hypothesis 1s correct is by looking at the rule list and the 2-

itemset lizt with the pheromone value. 'fHof Air' sample data is tested.

The first rule for ‘Hot Air’is [1 Wet Gauze, Chloramphenicol] as it contains the highest
pheromone value in the process that is 614.568 after 1000 cycles of pheromone update

and pheromone ¢vaporation process takes place (Figure 5.1 & Figure 5.2).

1 Wet Gauze, Chloramphenicol

2 Paracetamol, Wet Gauze, Chloramphenicol

3 Face, Chlnramp]mnic{r]

4 Face, Paracetamol, Wet Gauze, Chloramphenicol
5 Paracetamol, Chloramphenical

& Face, Wet Gauze, Chloramphenicol

I'igure 5.1: 2-itemset list without ph.e.:mmone values for Hot Air sample data.



0] Wet Gauze |, | Chloramphenicol |, | 614.568
1 | Paracetamol |, | Wet Gauze|,|51.4225

2 | Face|,| Chloramphenicel |, | 4.53017

3 | Face|,| Paracetamol |, |4.53017

4 | Paracetamol |, | Chloramphenicol |, |4.53017
5 | Face|,| Wet Gauze], | 4.53017

Figure 5.2: 2-itemset list with pheromone values for Hot Air samﬂle data.

The second highest pheromone value is ‘Paracetamol, ‘Wel Gauze' with 51.4225
pheromone value. The rule has been formed starting from ‘Paracetamol’, "Wet Gausze’
The next step 13 to find which item combines with Wet Gawuze' will produce higher
pheromone value, In this experiment, ‘Wel Gauze', 'Chloramphenicol’ produces highest
pheromone value in the 2-itemset list. Then the process 1s continued to find out which
item combines with ‘Chloramphenicol” will produce higher pheromone value, but the
process stops here because there 1s no morve match for 'Chloramphenicol’  In this
experiment, [2 Paracefamol, Wet Gauze, Chloramphenicol] rule 1s formed (Please refer to

Chapter 4-Methodology for rule generation) (IMigure 5.2).

Another proves shown by the Figure 5.2 is, the number of record has no influence on the
number of rules generated, The sample data ‘Hot Sowup' has 2 records for the process,
the rule generated is less than 'Hot Porridge’ that has 1| record for the process. Such
result 1s because the number of items generated in I-itemset list and 2-itemset list iz
less as compared to 'Hol Porridge’. But the processing time for 'Hot Soup ' is less than

‘Haot Porridge’,
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5.2.2 How rules are generated.

This experiment reveals thal rules are generated based on the total pheromone value
after 1000 cycles of pheromone update and evaporation process. And in this experiment,
20 rules are generated in the process. Users can define the number of rules they need in
the process. Rules generated in this step have no meaning to the user and hardly to

understand., Rules generated only meaning and useful in an Expert System.

A sample data - 'Flame'is selected to show how rules in this algorithm are generated.

In the above sgection, it can be scen that the number of items in Z-itemszet list is the

number of generated rules,

First example: Rule list: Flame (20 rules) o
1 Finger, Silver Sulfadiazine, Vaseline Gauze, Silver Sulfadiazine Cream, Chloramphenicol, Aqueous
2 Lower Limh, Pararctamal, Vaseline Gause, Silver Sulfadiazme Cream, Chloramphenicol, Aqueous
3 Lower Limb, Vaseline Gauze, Silver Sulfadiazine Cream, Chloramphenicol, Agueous

4 Finger, Silver Sulfadiazine Cream, Chloramphenicol, Agueous

5 Perindropil, Silver Sulfadiazine Cream, Chleramphenicol, Agqueous

& Cefobid, Vaseline Gauze, Silver Sulfadiazine Cream, Chloramphenicol, Aqueous

7 Upper Limb, Silver Sulfadiazine Cream, Chloramphenico], Aqueous

& Finger, Paracetamaol, Vascline Gauze, Silver Sulfadiazine Cream, Chloramphenicol, Aqueous

9 Upper Limb, Paracetamel, Vaseline Gauze, Silver Sulfadiazine Cream, Chloramphenical, Aqueous
10 Difflam Gargle, Silver Sulladiazine, Vaseline Gausze, Silver Sulfadiazine Cream, Chloramphenicol,
Aqueous

11 Cefabid, Silver Sulfadiazine, Vaseline Gause, Silver Sulfadiazine Cream, Chloramphenicol, Aqueous
12 Lower Limb, Silver Sulfadiazine, Vaseline Gauze, Silver Sulfadiazine Cream, Chloramphenicol,
Agqueous

13 Ranitidine, Vaseline Gauze, Silver Sulfadiazine Cream, Chloramphenicol, Aqueous

14 Lower Limb, Silver Sulfadiazine Cream, Chloramphenicol, Agueous

15 Cefobid, Silver Sulfadiazine Cream, Chloramphenicol, Aqueous

16 Lower Limb, MNormal Saline, Vaseling Gauze, Silver Sulfadiazine Cream

17 Face, Paracetamol, Vaseline Gauze, Silver Sulfadiazine Cream, Chloramphenicol, Aqueous

18 Dilflam Gargle, Vaseline Gause, Silver Sulfadiazine Cream, Chloramphenicol, Aqueous

19 [fflam Gargle, Silver Sulfadiazine Cream, Chloramphenicol, Aqueous

Figure 5.3: 20 rules list for Flame sample data.



Explanation:
In 'Flame' sample data, 20 rules are generated and the generated rules pattern in this
alporithm shows that the first 20 rules have the highest pheromone value and so are

most appropriate rules to be used (Figure 5.3).

In the rules list, the first rule generated by this prototype is [1 Finger, Silver Sulfadiazine,
Vaseline Gauze, Silver Sulfadiazine Cream, Chloramphenicol, Aqueous]. The pattern
shows that [Vaseline Gawze, Silver Sulfadiazine Cream, Chloramphenicol, Aqueous] will
appear most frequently the generated rules, especially the combination of [Silver

Sulfadiazine Cream, Chloramphenicol, Aqueous].

F'rom the sorted pheromone list, [Finger, Silver Sulfadiazine] has the highest pheromone
value, [Finger] is classified as the burnt-area. The later section demonstrates how

generated rules are to be used by the Expert System.

_Rule list: Flame (10 rules) p—
1 Finger, Silver Sulfadiazine, Vascline Gauze, Silver Sulfadiazine Cream, Chloramphenicol,
Agueous
2 Lower Limb, Paracetamol, Vaseline Gauze, Silver Sulfadiazine Cream, Chloramphenicol, Aqueous

| 3 Lower Limb, Vaseline Gauze, Silver Sulfadiazine Cream, Chloramphenicol, Agueous
4 Finger, Silver Sulfadiazine Cream, Chloramphenicol, Aqueous

3 Perindropil, Silver Sulfadiazine Cream, Chloramphenicol, Aqueous
6 Celobid, Vaseline Gauze, Silver Sulfadiazine Cream, Chloramphenicel, Aqueous
7 Upper Limb, Silver Sulfadiazine Cream, Chloramphenicol, Aqueous
8 Finper, Paracetamaol, Vaseline Gauze, Silver Sulfadiazine Cream, Chloramphenicol, Aqueous
9 Upper Limb, Paracetamcl, Vaseline Gauze, Silver Sulfadiazine Cream, Chloramphenicol, Aqueous
10 Difflam Gargle, Silver Sulfadiazine, Vaseline Gauze, Silver Sulfadiazine Cream, Chloramphenicol,

Agqueous

Figure 5.4: 10 rules list for Flame sample data.

To find out if the combination of [Finger, Silver Sufaldiazine] has the highest pheromone

value, we can check it with the pheromone value of these two combinations (Figure 5.5).



0 | Finger |, | Silver Sulfadiazine |, | (1.52231

1| Lower Limb|, | Paracetamol |, | (.508486

2 | Lower Limb |, | Vaseline Gauze |, | 0.505676

3 | Finger |, | Silver Sulfadiazine Cream |, | 0499009

| 4 | Perindropil |, | Silver Sulfadiazine Cream |, |0.475194
5 | Cefobid |, | Vaseline Gauze |, | (1472852

i | Upper Limbs |, | Silver Sulfadiazine Cream |,
7 | Finger|,| Paracetamol |, | 0.461946

8 | Upper Limb |, | Paracetamol |, | 0.444938

9 | Difflam Gargle |, | Silver Sulfadiazine |, | 0.439419
10 | Cefobid |, | Silver Sulfadiazine |, | 0.436857

0471133

Figure 5.5: 2-itemset list with pheromone values for Flame sample data.

From the list above (Figure 5.5), it ean be seen that [Finger, Silver Sufaldiazine] has the
highest pheromone value with 0.52231. It is the value after 1000 ¢yeles of pheromone
update and pheromone evaporation process. From [Finger, Silver Sulfadiazine], the next
rule combined with rule 1 is Vaseline Gauze as Silver Sulfadiazine combined with

Vaseline Gauze has the highest pheromane value.

It may not get a correct output if it just depends on the 2-itemset count, In the 2-itemset
list, the count for fFinger, Silver Sulfadiazine] is only 1. It means only one record contains
[Finger, Silver Sulfadiazine]. But after the 1000 cycles of pheromone update and
evaporation process, the value of [Finger, Silver Sulfadiazine] 15 0.52231, So the rule is

formed based on the pheromone value after the process.

In Apriori algorithm method, the combination of [Finger, Silver Sulfadiazinef is pruned
as the count 1s less than the threshold if the threshold is set to 5. A lot of interesting
items will be pruned and a lot of interesting rules will not be formed if Apriori algorithm

15 used.

This new algorithm shows that uninteresting items (infrequent count items) can also
form a rule, It can be seen that the result from the above output. After 1000 cycles of
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pheromone update and pheromone evaporation, the uninteresting items might become
nteresting,  fFinger, Silver Sulfadiazine] has proven that an uninteresting item in 2-

itemset count becoming an interesting combination after the process.

From the Figure 5.3, the highest count value for 2-itemset 1s fLower Limb, Paracetamol],
which 1s 27 if Apriori algorithm is used. fLower Limb, Paracetamol] is a frequent
itemset, an interesting item. But the pheromone value is only (.338489 which 1is less

than fFinger, Silver Sulfidiazine].

Although fFinger, Silver Sulfidiazinef is an infrequent itemset, which is an uninteresting
item in 1-itemset list, the pheromone value iz higher than fLower Limb, Paracetamol]

{Figure 5.6 & Figure 5.7).

52 Lewer Limb; Paracetamol|Z27
882 Finger; Silver Sulfadiazine]|l

Figure 5.6: Z-itemset list for Flame sample data with count values for the highest and
lowest count.

0| Fingerl,| Eilver Sulfadiszinel|, |0,5223]
55 Lower Limkb|,| Paracetamcl]|,|0.338489 j

Figure 5.7: 2-itemset list for Flame sample data with highest and lowest pheromone
value.
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5.3  From Generated-Text file to Expert System

In this section, it demonstrates how the generated rules are used by the Expert System.

The demonstration is carried out in two ways: In-General and In-Burn-Area.

The output rules in the text file are to guide or assist in creation of an Expert System,
They are based on the 8 cases: Hot Water-burn, Flame-burn, Hot Oil-burn, Firecrackers-
burn, Electrical-burn, Heol Soup-burn, Hot Porridge-burn, and Het Air-burn.  For
example, in ‘Hot Water-burn' and ‘Flame-burn' case, the 2 sets of output rules are

different from each other.

From the 'general' rules list, a special system 1s needed to rearrange the rules into a

compiled text file which iz based on: In-General and Burn-Area,

The format of this compiled text file must be compatible with and in a readable format
for the Expert System so as to easc the Expert System developer's job and save time. An
Expert Syvstem can be created or designed in such a way that the input rules can be read

from a text file rather than to key-in hundreds ar thousands of rules into the coding list.

How the Expert System read the rules from the text file is not discussed in this thesis.

This thesis does not focus on the Expert System development.
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5.3.1 Based on 'In-General

Take the case of "Flame-burn' for example. From the general output rules list, it is
obvious that the pattern of the rule is that the most frequent items alwavs appear in the
rule-list, for example, 'Finger & Silver Sulfadiazine'.  In 'In-General', the compiled
medical-items are not related to the area of body that is involved. Here, 'Finger' from

the rule list, 1s taken out as an example,

Compilation process i3 required in the system =0 as to aveid redundancy or duplication
in the compiled medical-items. Compilation 1s performed on the general rules st For
example, if only one rule 1s adapted from the rules list into the Expert System, the
recommended medication for Flame-burn’ is "Silver Sulfadinzine & Vaseline Gauze &

Silver Sulfadiazine Cream & Chloramphenicol & Aqueous”.

Definitely one rule is not enough to build up an Expert Svstem. Here, the number of
rules needed for the compiling process iz an issue. But it depends on the user
requirements. This research chooses to have at least 10 rules to 20 rules to be more

specific,

Let us look at the number of rules for the compiling process. Take 10 to 20 rules for
example. 'Finger & Silver Sulfadiazine' have the highest pheromone value, butl Finger' is
withdrawn from the list, leaving only 'Silver Sulfadiazine’ which always appear in each
rule. If based on 10 rules, 'Silver Sulfadiazine' will appear 10 times in the rules list.
Overlapping or redundancy will happen if no special action is taken. To aveid this from

happening, specific compilation process should take place.
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After the compiling process, all the compiled items will need to be divided into 4

categories: Medication, Dressing, Ointment and Others,

Below are the sample outputs for Expert System in 10 rules and 20 rules respectively.

Obviously, the 20 rules recommend more medication (Figure 5.8 & Figure 5.9).

10-rules
(ase: Flame-burn

Medication: Paracetamaol, Perindropil, Cefobid

Dressing: Vaseline Gauze, S5D, Difflam Gargle

Ointment; Silver Sulfadiazine eream, Agueous, Chloramphenicol
Others: none

Figu.t:e 5.8: Sample output rule for Expert System, based Flame-burn case and 10 rules
generation.

20-rules
Caze: Flame-burn

Medication: Paracetamel, Perindropil, Cefobid, Ranitidine
Dressing: Vaseline Gauze, SSD, Difflam Gargle, Normal Saline
Ointment: Silver Sulfadiazine cream, Aqueous, Chloramphenicol
Others: none

Figure 5.9: Sample nutpuf.rﬁig for Expert System, based Flame-burn case and 20 rules
generalion,

For example, an Expert System is developed based on 20 rules generation. Doctor can
assist by the Burn Expert System to diagnose a patient who suffers from IFiame burn.
The Burn Expert System will suggest what immediate medication to give to the patient
regardless of Burn-Area. For example, medication will be ‘Paracetamol & Perindropil’,
and ‘Cefobid & Ranitidine’ maybe optional. Ointments to apply on the burn area will be

Silver Sulfadinzine cream & Agqueous’ and ‘Chloramphenicol” maybe optional. Dressing
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on the wound will be Vaseline Gauze & SSD & Normal Saline’ and ‘Difflame Gargle’

maybe optional.

5.3.2 Based on 'Burn-Area’

Burn-Area is different from 'In-General' as the compiled-items are based on the body
which is burnt. The required medical items are different from one burn area to another.
For example, the medical treatment for ‘Finger’ burn and ‘Face’ burn are different from

pach other, but they still share some common medicalions.,

This time the compilation is slightly different as compared with ‘In-General’
compilation. The 'In-General' compilation process is not based on burn area. But in
'‘Burn-Area’, the compilation process is to first look into the 'Burn-Area’ items to
determine what items available in the rules-list to be stored into a temporary array for

later processing purpose,

Compilation of the Burn-Area medical items list is based on the area of burn in whereby

the 1tems will be stored zeparately according to "‘Burn-Area’.

Take ‘Finger' burn area for example. The compiling process is the same as in 'In-

General' but this time, it is based on 'Finger' items in the rules-list

In the 'Finger’ example 5 rules are generated which are rule 1, 4, 8, 38 and 132. The
first recommend medication for the patient is [Silver Sulfadiazine, Vaseline Gaunze, Silver

Sulfadiazine Cream, Chloramphenicol, Aqueous] (Figure 5.10).



1 Finger, Silver Sulfadiazine, Vaseling Gaure, Silver Sulfadiazine Cream, Chloramphenicol,
Aqueous.

4 Finger, Silver Sulfadiazine Cream, Chloramphenicol, Aqueous, Silver Sulfadiazine

| & Finger, Paracetamol, Vaseline Gauze, Silver Sulfadiazine Cream, Chloramphenicol,
Agqueous, Silver Sulfadiazine

| 38 Finger, Cloxacilling Silver Sulfadiazine, Vaseline Gauze, Silver Sulfadiazine Cream,
Chloramphenicol, Aqueous,

132 Tinger, Sorbsan, Silver Sulfadiazine Cream, Chloramphenicol, Aqueous, Silver
Sulfadiazine

Figure 5.10: Output rules based on burn area - ‘Finger'.

In Rule 1, [Silver Sulfadiazine Cream, Chloramphenicol & Aqueous] alzo appear in rule 4,

8, 38 and 132, In this case, [Silver Sulfadiazine Cream, Chloramphenicol & Aqueous] iz

only added once in the rule-list which belongs to 'Finger'. In other words, the rules list

for ‘Finger’ only stores those items that do not appear in the rule-list but are in the

general rule-list. But we have to make sure that those rules are covered in Finger' area

alzo.

The later part is to divide items into 4 categories, which are: Medication, Dressing,

intment and Others (Figure 5.11).

The sample output for Expert System for "Burn-Area’ 1s as below. In this example, 10

rules are used as the exact numbers of rules that contain 'Finger' are less than 10, So at

this point, the number of rules depends on the requirement and availability of the rules

in the rules-list (Figure 5.11).
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(aze: Flame-burn
Area: Finper

Medication: Paracetamol, Cloxacillin, Sorbsan

Dressing: Vaseline Gauze, S5D

Ointment: Silver Sulfadiazine cream, Aqueous, Chloramphenicol
Dthers: none

Figure 5.11: Sample output rule for Expert System, based on the Flame-burn case and
burn area— ‘Finger’.

Now, the Burn Expert System can provide detail assistant to user. User can defined the
area of burn based on the burnt cazes, In this example, user besides to define the burn

case but also the area — 'Finger', and the rule generated is based on the ‘Finger' arca.

Patient who suffers from Flame burn on Finger area, the suggested medication will be
‘Paracetamol & Cloxacillin’ and “Sorbsan’ maybe optional. Ointment to apply on the
burnt area will be ‘Silver Sulfadiazine cream & Agqueous & Chloramphenicol . Dressing on

the wound will be ‘Vaseline Ganze & S50,



5.4  Manually-Checking Analysis

Apriori System uses transactional data in its process. DBut this Apriori-Ant algorithm
uses non-transactional data. Due to time constraint and data format used for the
experiment being different from transactional data format used in Apriori System, no

experiment has been earried out to test non-transactional data for Apriori system.

The objective of Manually Checking Analysis section is to tally the results generated by

Apriori-Ant algorithm with the results generated manually in the experiment.

Manually-Checking Analysis is carried out in two parts: In-Apriori-algorithm and In-

Apriori-Ant-Internal-Calculation.

5.4.1 In Apriori algorithm

In Apriori algorithm [1, 3, 4 & 13], Firecrackers’ records (Table 5.9) are used for the
manual checking. There are b records for 'Firecrackers' case. Table 5.9 shows items
which are kept inside the 5 records respectively. This table 1s for working out the

Apriori algorithm manually in later part.

From the 'Firecrackers’ records, there are 24 single items and their counts are generated
respectively in Figure 5.13, it 12 called 1-itemset list. The count for each item is
calculated out from Figure 5.12. The ‘Finger’as an example, the count for ‘Finger’is 2,
as it appears 2 times in the 5 RecordSet and Paracetamol 1s 5, as it appears 5 times in

the RecordSet.
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In Apriori algorithm technique, all items in 1-itemset list below 1 are pruned, 1 in this
example is count. In this case, only 6 items survive and to proceed to the next step to

form 2-itemset list. The 6 items and their respective counts are in Figure 5,12:

1. Finger
2. Paracetamol
3. Silver Sulfadiazine
4. Silver Sulfadiazine Cream
7. Vaseline Gauze

| 8. Chloramphenicol B
Figure 5.12: Items that above threshold values.
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24

| Record Number

38

Ttems

Finger

Paracetamol

Silver Sulfadiazine

Silver Sulfadiazine Cream

Face

Eve

Paracetamol
Vazeline Gauze
Chloramphenicol
Soleoceryl

Finger

Paracetamol

Silver Sulfadiazine
Vaseline Gauze

Caleium Alginate

Silver Sulfadiazine Cream

| Liguid Paraffin

60

Lower Limb
Paracetamaol
Morphine
Cloxacillin
Gentamicin

| Ponstan

Mefanemic

Morphine Infusion

Folie Acid

Ferrous Fumerate
Chlorpheniramine

Silver Sulfadiazine
MNormal Saline

Vaszeline Gauze

Pressure Garment

| Silver Sulfadiazine Cream

137

| Chloramphenicol

Hand

Paracetamol

Silver Sulfadiazine
Vaseline Gauze

Silver Sulfadiazine Cream

Table 5.9 Record Set,
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1. Finger|2 13. Morphine| |

2. Paracetamol|b 14, Cloxacillin|1 i
3. Bilver Sulfadiazine | 4 15. Gentamicin| 1 '
4.  Silver Sulfadiazine Cream | 4 16. Ponstan| |

p. Face|l 17, Melanemic|1

6. Lvel|l 18, Morphine Infusion| |

7. Vaseline Gauze | 4 19. Folie Acid | 1

#. Chloramphenicol | 2 20, I'errous Fumerate| 1

9. Solcoceryl] 1 21. Chlorpheniramine| 1

10. Caleium Alginate |1 22. Normal Saline| 1

11, Liguid Paraffin| 1 23, Pressure Garment| |

12, Lower Limb| 1 24. Hand|1

I"gure 5.13: Ttema in I-ItemSet List and their counts.

From the 6 ilems in l-itemset list, 2-itemset list 1s generated and with their counts
respectively (Table 5.10). In 2-itemset list, 2-combined-ilems items are generated. The
Z.combined-items items are gencrated based on the 6 items that have survived from 1-

itemset list.

For example:

The first survived item in 1-itemset list 1s Finger and the second survived item is
‘Paracetamol’, so the combined iterns in 2-itemset lst 18 ‘Finger & Paracetamol’. Then
the next combined item for ‘Finger’ is ‘Finger & Silver Sulfadiazine’ as ‘Silver

Sulfadiazine’ is the third item in the 1-itemset list.

Ag a result, 15 combined items are generated in the 2-itemset list as compared with
Apriori-Ant algorithm which has 30 combined items generated. In Apriori-Ant
algorithm, the process atops at this level of generation. In Apriori algorithm, items that

are below the threshold (in this example 15 2) will be pruned.
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| Z-Items
Finger & Paracetamol

Finger & Silver Sulfadiazine
Finger & Silver Sulfadiazine Cream
Finger & Vaseline Gauze
Finger & Chloramphenical

Counts

Paracetamol & Silver Sulfadiazine
Paracetamol & Silver Sulfadiazine Cream
Paracetamol & Vaseline Gauze

_ Paracetamol & Chloramphenicol

L e L i G

Silver Bulfadiazine & Silver Sulfadiazine
Cream

Silver Sulfadiazine & Vaseline Gauze
Silver Sulfadiazine & Chloramphenical

= =

Silver Sulfadiazine Cream & Vaseline Gauze
Silver Sulfadiazine Cream &
Chloramphenicol

Vaseline Gauze & Chloramphenicol

Table 5.10: Items in Z-itemset list and their counts (hefore prunmg process takes place).

From the 15 combined items in 2-itemset list, only 10 items survived and to proceed to
the next step to generate 3-itemset list (See Table 5.11). In 3-itemset list, 3-eombined-

iteme ilems are generated. The combination is from the survived items at 2-itemsct list

and 1-itemset list,

For example: The first survived item at 2-itemset list is ‘Finger & Paracetamol’.
and ‘Paracetarmol’ has appeared in l-itemset list while the next survived item in 1-

itemset list 1s ‘Silver Sulfadiazine’. Thus, the combined items for 3-itemset list ave,

‘Finger & Paracetamol & Silver Sulfadiazine’

There are 22 combined items generated in the 3-itemset list (See Table 5.11). In this
level, the threshold is still set to 2. So whatever items below 2 will be pruned.

level, 9 combine items survive and proceed to the next step to generate 4-itemset list.
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| 3-Items

]
o
=
fou
=
o

Finger & Paracetamol & Silver Sulfadiazine
Finger & Paracetamol & Silver Sulfadiazine Cream
Finger & Paracetamol & Vaseline Gauze

Finger & Paracetamol & Chloramphenicol

[ SR G iy

Finger & Silver Sulfadiazine & Silver Sulfadiazine Cream
Finger & Silver Sulfadiazine & Vaseline Gauze
Finger & Silver Sulfadiazine & Chloramphenicol

Finger & Silver Sulfadiazine Cream & Vaseline Gauze
Finger & Silver Sulfadiazine Cream & Chloramphenicol

Paracetamol & Silver Sulfadiazine & Silver Sulfadiazine Cream

Paracetamol & Silver Sulfadiazine & Vascline Gauze
Paracetamol & Silver Sulfadiazine & Chloramphenicol

— g e

=D — DD -

—
"

Paracetamol & Silver Sulfadiazine Cream & Vaseline Gauze
Paracetamol & Silver Sulfadiazine Cream & Chloramphenicol

Paracetamol & Vaseline Gauze & Silver Sulfadiazine Cream
| Paracetamol & Vaseline Gauze & Chloramphenicol

)

T’al q{‘ftamn] & Chlnmmphemm] & Silver Sulfadiazine Cream

Silver Sulfadiazine & Silver Sulfadiazine Cream & Vaseline
Gauxe

| Bilver Sulfadiazine & Silver Sulfadiazine Cream &

Chloramphenicol

— oo || pa|—

Silver _"ﬂl]f‘idm?ule & Va%e]me Gauze & f‘hlmﬂmphemml

1

Silver Sulfadiazine Cream & Vaseline Gauze & Finger
Silver Sulfadiazine Cream & Vaseline Gauze & Chloramphenicol

1
1

Table 5.11: Items in 3-itemset list and their counts (hefore proning prE:J_J:‘:f;é—s takes place).

In 4-itemset list, 4-combined-itemn items are generated. The combination is from the

survived items a 3-1temsct list and 1-1temeet list,

For example: The first survived items at 3-itemset list are ‘Finger & Paracelamol &
Silver Sulfadiazine’. ‘Finger’ and Paracetamol’ and Silver Sulfadiazine have appeared in
l-itemset list, and the next survived item in 1-itemset list is ‘Silver Sulfadiazine Cream’
So the first combined items for 4-itemset list are ‘Finger & Paracetamol & Silver

Sulfadiazine & Silver Sulfadiazine Creami’. The count is 2, as this combination appears

twice in the Tahble 5.9.
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4-ltems

Counts

Finger & Paracetamol & Silver Sulfadiazine & Silver Sulfadiazine
Cream

Finger & Paracetamol & Silver Sulfadiazine & Vascline Gauze
Finger & Paracetamol & Silver Sulfadiazine & Chloramphenicol

[ B}

Finger & Paracetamol & Silver Sulfadiazine Cream & Vaseline
Gauze

Finger & Paracetamol & Silver Sulfadiazine Cream &
Chloramphenicenl

JEES o QS

Finger & Silver Sulfadiazine & Silver Sulfadiazine Cream &
Vaseline Gauze

FFinger & Silver Sulfadiazine & Silver Sulfadiazine Cream &
Chloramphenicol

Paracetamol & Silver Sulfadiazine & Silver Sulfadiazine Cream &
Vaseline Gauze

Paracetamol & Silver Sulfadiazine & Silver Sulfadiazine Cream & |
| Ch]ommphemml !

Chloramphenicol

Paracetamol & Silver Sulfadiazine & Vascline Cauze & [

Paracetamol & Vaseline Gauze & Silver Sulfadiazine Cream &
Chloramphenicol

Paracetamol & Vageline Gauze & C‘h]mamp_emml & F'mger

]

Silver Sulfadiazine & Silver Sulfadiazine Cream & Vaseline
Gauze & Chloramphenicol

J

‘Tahle 5.12: Ttems in 4-itemset list and their counts (before pruning process takes p]ar'l:-‘}

There are 14 combined items generated in the 4-itemset list (See Table 5.12),

level, the threshold is set to 2. Thus, which items below 2 will be pruned,

In this

In thiz level,

2 combined items survive and proceed to next step to generate 5-itemset list (Table

5.13).
5-ltems ST, UL Counts
Finger & Paracetamol & Silver Sulfadiazine & Silver Sulfadiazine | 1
Cream & Vaseline Gauze
Finger & Paracetamol & Silver Sulfadiazine & Silver Sulfadiazine | 0

| eream & Chloramphenicol
PdrdLL Lamul & le‘ver ‘_:'n_ﬂ fadl"i?ltle & Silver Sulfadiazine Cream & | 1

Table 5.13: [tems in H-itemset list and their counts {before pru nmg pr ocess takes place).

3 combined items are generated in the list in this level (Table 5.13). The combined items

are 5 single items. In this level, the threshold is set to 1. Thus, which items below 1
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will be pruned. As a result, 2 combined items survive and the process stops at this level.

Two rules are generated at the end of this process. There are:

1. Finger & Paracetamol & Silver Sulfudiazine & Silver Sulfadiazine Cream & Vaseline
CGranze
2. Paracetwmol & Silver Sulfadiazine & Silver Sulfadiazine Creamn & Vaseline Gauze &

Chloramphenicol

Rule 1: Finger & Paracetamol & Silver Sulfadiazine & Silver Sulfadiazine cream & Vaseline
Gauze 15 appears in rule 64, 130, 142, 159 and 167 respectively which are overlapping

(Figure 5.14).

&4 Finger, Silver Sulfadiazine Cream, Chloramphenical, Sclcoceryl ‘
130 Finger, Vaseline Gauze, Chloramphenicol, Solcoceryl

142 Finger, Calcium Alginate, Silver Sulfadiazine Cream, Chloramphenicol, Solcoceryl ‘
159 Finger, Silver Sulfadiazine, Silver Sulfadiazine Cream, Chloramphenicol, Solcoceryl

167 Finger, Paracetamol, Silver Sulfadiazine Cream, Chloramphenicol, Solcoceryl

Figure 5.14: Rules list hased on hurn area — ‘Finger'.

After compilation of these rules, it will be [Finger, Silver Sulfadiazine, Silver Sulfadiazine

Cream, Chloramphenicol, Solcocery, Vaseline Gauze, Calcium Alginate].

And Rule 2: Paracetamol & Silver Sulfadiazine & Silver Sulfadiazine Cream & Vaseline
Gauze & Chloramphenicol is appears in rule 1, 12 and 29 respectively which are

overlapping (Figure 5,150,



1 Paracetamol, Silver Sulfadiazine Cream, Chloramphenicol, Solcoceryl
12 Paracetamol, Silver Sulfadiazine, Silver Sulfadiazine Cream, Chloramphenicol, Solcoceryl
29 Paracetamol, Vaseline Gauze, Chloramphenicol, Solcoceryl

Figure 5.15: Rules list based on general medicine terms.

After compilation of these rules, it will be [Paracetamol, Silver Sulfadiazine Silver

Sulfadiazine Cream, Chloramphenicol, Selcocery, Vaseline Gauze].

This proves that Apriori-Ant algorithm can produce the same rules as Apriori algorithm

does. Beside that, more information can be found out from this technique.

5.4.2 In-Apriori-Ant-Internal-Calculation

In In-Apriori-Ant-Internal-Calculation, 'Hot Seup' case is used., This case consists of
only 2 records for the checking which is mainly on the internal ealeulation part involved

in Apriori-Ant algorithm.

The manual checking 1= carried out in 3 calculation areas:
e To calculate the xCount and yCount for ltem-X and ftem-Y respectively (Table 5.16).

Following are the simple formula for the caleulation

Formula:
xCount = count for item-X/total number of record. (refer to 12)
yCount = count for item-Y/total number of record. (refer to 13)

¢ To caleulate the Phe, following are the formula to caleulate Phe (Table 5.16):
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Formula:

ProConf = ConfidenceCnt/Total Record
Conf = ProConffxCount.

Lift = {(ConfivyCount)*xCount

Phe = (ProConf*(.5)/(Lift+yCount)*0.8

&

the record-set.

» Tocalculate the Pheromone (Table 5.16).
Formula:
Pheromone = (Pher/Total Phery* 100

* TatalPher is the total of Phe

(refer o 14)
(refer to 20)
(refer to 22)

(refer to 24)

ConfidenceCnt is the count for both Item-X and Ttem-Y appear together in

(refer to 26)

Before calculation, two important stages are required. First is to generate l-itemset list

and the counts for each item in the list (Table 5.14). Second is to generate 2-1temset list

and the counts for each combined items in the list (Table 5.15).

No |Item SupportCnt
| 1 | Lower Limb 2
| 2 | Upper Limb |1
3 | Paracetamol 2
4 | SBilver Sulfadiazine s
5 | Hydrocolloid il o .
6 | Silver Sulfadiazine Cream | 2
7 | Phenergan 1 =il
8 | Askina 1
9 Vaseline Gauze 1

Table 5.14: ltems in 1-itemsetlist and their counts for Hot Soup sample data.
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No | Ttem-X [tem-Y ConfidenceCUnt
I Lower Limb Upper Limb 1
e Tow er Limb Paracetamol | 2
3 Iﬂ‘ﬁ.-ﬂt T_—lmh silver Sulfadiazine | 2 -
4 T_x:met Limb Hvdrocolloid |1 -
' 5 | Lower Limb Silver Sulfadiazine Cream | 2
§ U pper Limb Paracetamaol 1
7 Upper Limb | Silver Sulfadiazine 1
8 | Upper Limb Hydrocolloid 1
|9 Upper Limb Silver Sulfadiazine Cream | 1
10| Paracetamol Silver Sulfadiazine 2
11 | Paracetamol Hydrocolloid 1
| 12 | Paracetamal Silver Sulfadiazine Cream | 2
13 | Silver Sulfadiazine | ﬂydmcollmd 1
14 | Silver Sulfadiazine | Silver Sulfadlazme Cr‘eam 2
15 | Hydrocolloid Silver Sulfadiazine Cream - |
16 | Lower Limhb Phenergan | |
7 | Lower Limb Askina - R |
18 | Lower Limb Vaseline Gauze - B
19 | Paracetamol Phenergan B
20 | Paracetamol Askina 11 ]
21 | Paracetamol Vaseline Gauze 1 o
22 | Phenergan Silver Sulfadiazine 1
23 | Phenergan Askina 1 B
| 24 | Phenergan Vaseline Gauze 1 -
| 25 | Phenergan Silver Sulfadiazine Cream |1 -
26 | Silver Sulfadiazine | Askina 1
27 | Silver Sulfadiazine | Vaseline Gauze 1
25 | Askina | Vaseline Gauze 1
29 | Askina | Silver Sulfadiazine Cream | 1
S V "-]SF‘]!T‘I{-" Gauze Silver Sulfadiazine Cream | 1

Table 5.15: Ttems in 2-itemset list and their counts for Hot Soup sample data.

The following part is to show how each formula is to be carried out. First to work out on

record number 1, Lower Limb and Upper Limb. xCount (12) and yCount (13) for Lower

Limb and Upper Limb 1s 1 and 0.5 respectively (Table

formula 1s used.

Formula(Phe):

ProConf = ConfidenceCnt/Total Record

Cont = ProCont/~Count.

a5

5.16). To calculate Phe, following

(refer to 14)

{refer to 20)



Lift = (ContlyCounty*xCount {refer to 22)

Phe = (ProConf*0.5)/(Lift+yCount)*(.8 (refer to 24)

Answer:

ProConf =12=05

Conf =0.5/1=0.5
Lift = (0505 %1=1
Phe = (0.5%0.5)/(1+0.5)0.8

= 0.25/(1.5)%0.8

=0.25/1.2
= (.208333 {33)

Pheromone formula as below:
Formula (Pheromone):

Pheromone = (Pher/TotalPher)* 100 (refer o 26)

Answer:
Pheromone = (0.208333/6.875)* 100
= (.0303020581

= 3.0303 (34)

Checking on record number 2, Lower Limb and Upper Limb. xCount and yCount for
Lower Limb and Upper Limb 1s 1 and 0.5 respectively (Table 5.16). Formula refers to

FormulafPhe)f14,20,22&24) and Formula{Pheromone)(26) on above.
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Answer:

ProConf =&/2=1

Conf =l1=1
Lift =(U1*1=1
Phe = (170.5)/(1+1)0.8

= 0.5/(2)*0.8
= 0.5/1.6

=0.3125 (35)

Answer:
Pheromone = (0.3125/6.875)*100
= (),0454545

= 4.5454 (36)

The following table (Table 5.16) is to display the answers of xCount, yCount, Phe

(33& 35} and Pheromone {(34&36) value with there respective items in 2-itemset list.

Figure 5.16 is used to tally the result with Table 5.16. The calculation formula is

accurate at this level. In Table 5.16, in [Lower Liml; Upper Limb |0.208333 |3.0303],

(1208358 denoted as Phe value and 3.0303 denoted as Pheromone value,
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Mo | Ttem-3 Ttem-¥ zCount vCount | Phe Pheromone
1 Lower Limb | Tpper Limb A42=1 |12=05 | 0208333 | 3.0303
2 Lower Limb | Paracetamol H2=1 | w2=1 0.3126 4 54R4
a Lower Limb | Silver Bulfadiazine | 22 =1 | 22 =1 0.3126 4 FAR4
4 Lower Limb | Hydrocolloid 2=1 |1/2=05 | 0.208333 | 3.0303
5 Lower Limb | Silver Bulfadiazine | 212 =1 a2 =1 0.3126 4 hdh4
I Cream
§ Upper Limb | Paracetamal 12=05 afd =1 0.208333 | 3.0303
i Toper Limb | Silver Sulfadiazine | 1/2 =058 22=1 | 0208333 |[3.0303
8 Upper Limb | Hydrocolloid L2=05k L2 =05 1 0.208333 | 5.0303
=] Upper Limb | Silver Sulfadiazine | U2 =05 218 =1 0808333 | 3.0303
) Cream -
10 | Paracetamol | Silver Sulfadiazine | 2/2=1 28=1 0.3125 4 54R4
11 | Paracetamol | Hydrosollmd FHz=1 U2 =05 | 0208333 | 3.0303
12 | Paracetamol | Silver Bulfadiazine | 22 =1 a2=1 0.3126 4 hdhd
Cream : L
13 | Silver Hrydrocollaid ala=1 W2=058 | 0208353 | 3.0303
bulfadiazine :
14 | Bilver Silver Bulfadiazine | A2 =1 22 =1 08128 4 habd
Sulfadiazine | Cream o ;
15 | Hydrocolloid | Silver Sulfadiasine | /2 =05 A2=1 0.208333 | 3.0303
. Cream _ )
16 | Lower Limb | Phenergan 22 =1 [1/2=05 | 0.208333 [ 3.0808
17 | Lower Limb | Askina e =1 | /2=05b | 0.208333 | 3.0303
18 | Lower Limb | Vasehne Gauzs A2 =1 [1/2=06 | 0.208333 | 5.0803
18 | Paracetamol | Phenergan 28 =1 12 =05 | 0.208533 | 3.0503
20 | Paramstamol | Askina a2=1 1/12=0h | 0.2083383 | 3.0303
21 | Pararelamol | Vaseline Gauze aa=1 W2=058 | 0208333 | 3.0303
22 | Phenergan Silver Sulfadiazine | W2 =05 Sa=1 0,208533 | 3.0303
23 | Phenergan Aszkina Va=08 [1/2=0F | 0.208333 | 30303 ]
24 | Phenergan WVazaline Gauae 1V2=06 [1/2=0Hh | 0208333 | 3.0303
25 | Phenergan Silver Sulfadiazine | 1/2=08 |22=1 0.208333 | 3.0303
) Cream ¥
28 | Bilver Azkina Wa=nh 12=05 | 0208333 | 53.0303
| Bulfadiasine
27 | Bilver YVaseline Gauze e =1 IW2=058 | 0205333 | 30303
Sulfadiazine g B
28 | Askina Vaselina Gauze e =1 1/2=065 | 0208333 [30303
29 | Askina Bilver Sulfadiazine | /2 =08 U2=06 | 0208333 | 3.0303
a0 | Vaseline Silver Bulfadiasine | 1/2 = 0.5 H2=1 0.208333 | 3.0303
Gauze Cream
Total Phe (6875

able 5.16: Answers for xCount, yCount, Phe and Pheromone for Hot Soup sample data
based on 2-1temset list.
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Lower Limb; Upper Limb]0.208333(3.0303

Lower Limb; Paracetamel|0.3125|4.54545

Lower Limb; Silver Sulfadiazine|0.3125]4.54545

Lower Limb; Hydrocolloid|0.208333]3.0303

Lower Limb; Silver Sulfadiazine Cream|0.3125|4.54545
Upper Limb; Paracetamol|0.208333|3.0303

Upper Limb; Silver Sulfadiazine]0.208333]3.0303

Upper Limb; Hydrocolloid|0.208333|3.0303

Upper Limb; Silver Sulfadiazine Cream|0.208333|3.0303
Paracetamol; Silver Sulfadiazine|0.3125|4.54545
Paracetamol; Hydrocolloid|0.208333)3.0303
Paracetamol; Silver Sulfadiazine Cream|0.3125]4.54545
Silver Sulfadiazine; Hydrocolloid|0,208333|3.0303

Silver Sulfadiazine; Silver Sulfadiazine Cream|0.3125(4.54545
Hydrocolloid; Silver Sulfadiazine Cream|0.208333|3.0303
Lower Limb; Phenergan|0.208333)3.0303

Lower Limb; Askina|0.208333|3.0303

Lower Limb; Vaseline Gauze|0.208333|3.0303
Paracetamol; Phenergan|0.208333|3.0303

Paracetamol; Askina|0.208333|3.0303

Paracetamol; Vaseline Gauze|0.208333|3.0303
Phenergan; Silver Sulfadiazine|0.208333|3.0303
Phenergan; Askina|0.208333|3.0303

| Phenergan; Vaseline Gauze|0.208333]3.0303

Phenergan; Silver Sulfadiazine Cream|0.208333|3.0303
Silver Sulfadiazine; Askina|D.208333]3.0303

Silver Sulfadiazine; Vaseline Gauze|0.208333|3.0303
Askina; Vaseline Gauze|0.208333]3.0303

Askina; Silver Sulfadiazine Cream|0.208333|3.0303
Vaseline Gauze; Silver Sulfadiazine Cream|0.208333(3.0303

-l

Figure 5.16: Sample rules for Hot .Soup sample data (genér~ate&_by iﬁé?pf&dtype

system), The output figures are Phe and Pheromone values.

In this ot Soup’ case, checking is done in 20 cyeles in which the randomly selected

items for testing are, [Askina, Paracetamol, Vaseline Gauze, Silver Sulfadiazine, Lower

Limb, Phenergan, Hydrocolloid] (Display 1).

Items randomly selected are not in proper sequence and may appear more than one

time,
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totalcause 2
totalpher &6.875
Askina
Paracetamol
Baseline Dauze
Silver Sulfadiazine
Lower Limb
Vaseline Gauze
Uaseline Gauze
fiskina
Silver Sulfadiazine
Paracetanol
Lower Linb
Vaseline Lauze
Lower Limb
Phenergan
Askina
Paracetamol
Lower Limb
Silver Sulfadiazine
fskina
Hydrocolloid
ress any key to continue

8
3
9
A
1
9
9
8
i
3
1
9
1
!
f
3
1
&
E:
5
P

Display 1: Random items selected in 20-cycle process in Hot Soup sample data
{generated by the prototype system).

The following section shows the calculation of pheromone update and pheromone

evaporation.

5.4.2.1 Pheromone Update.

The format for the pheromone update is based on the randomly selected item. In the
first cyele, Askina 1s selected and will be updated using formula (30) below. From
Figure: 1, Askina combination items are at no 28 and 29 respectively. In this case, only

the 'Phe' value iz used for caleulation.

The formula for pheromone update as below:

{0.04%pheromone-1)+pheromone+(SupportCrt*0.001) (refer to 30)
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No | llem-X Item-Y Phe Update

27 | Silver Sulfadiazine | Vaseline Gauze 3.0303 . N
28 | Askina Vaseline GGauze 3.0303

29 | Askina milver Sulfadiazine Cream | 3.0303 .

Table 5.17: Pheromone Update for ‘Asking’ item in Hot Soup sample data.

In Table 5,17, the X in the Update column denotes that no update process has been
carried out. Pheromone-1 is denoted as the pheromone value in No27 (In this example
that 1s 3.0303). Also in this example, SupportCnt is the count for Askina & Vaseline

{rauze that appears in the recordset 15 1 (Table 5.17).

(0.04%3.0303)+3.0303+(1*0.001)

=0.121212 + 3.0303 + 0.001

=3.15251
No [Item-X | Ttem-Y Phe Update
27 | Silver Sulfadiazine | Vaseline Gauze 3.0303 X

28 | Askina Vaseline Gaugze 3.0303 5.152561
29 | Askina Silver Sulfadiazine Cream | 3.0308 |

“Table 5.18; Pheromone Update for ‘Askina’ item in Hot Soup sample data.

Next Pheromone update for No29 18 slightly different from No28. The reason is that, in
record No28, no 'updated' pheromone-1 value can be used, thus the most 'updated'
pheromone-1 value is the 'Phe' value in No27, But for No29, the previous pheromone

value in NoZ8 1s 3.15251 (37) instead of 3.0303. In this case, the SupportCnt for Asking

& Silver Sulfadiazine Cream 1s 2 (Table 5.18 & Table 5.19).

(0.04%3.15251)+3.0303+(2*0.001)
=0.1261004 + 3.0303 + 0.002

= 3.1584 (38)
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No | Item-X | Item-Y | Phe Update
27 | Silver Sulfadiazine | Vaseline Gauze 3.0303 X

| 28 | Askina Vaseline Gauze 3.0303 3.15251
29 | Askina Silver Sulfadiazine Cream | 3.0303 3.1584

Table 5.19: Pheromone Update for ‘Askina’ item in Hot Soup sample data,

This caleulation is carried out in Microsoft Excel. A sgimple formula is used in the

worksheet, The result for the first eycle: Askina is as below (Display 2).

152 = =|
A B i e Dk E
1 |
2 | -
3 _ Cyele 1
5 | 21|Pesacetarncl & Yageline Gouze 3050208 = SaTass|
& | 32[Phenergon & Siver Sulfadionne 2.30eE [ 307268 [
7 | z5|Phenorgn & dskena sl | anamassls
il 24{Phenergan & Vaseline Gauce 3 |:|31:|2’F'3 3 | AnaTaes(s
9 | 23|Pnensrpan & Sdver Sulfedicsne Cream 3030298 I07THE[x
10| o6|Suver Sulfadisnne & Askina 3030298 [ 10T |3
11| 71 imeRrasndr S & Vasenme Gae N o e Al
12 L+ 22 A slane & Vassline Gue | 30z0z8] 315251 31803%[x v,
13 [*r-. 2] 2 sl & Sibver Sulfadissne Caean T R
14 30|VeziiAtSsimne d Eibsus Slfodk . CIUAM . oo o ST R w o m = 2020 |
|15
16
"I_?: Hate: P-Fheremane value, U-Pheromone UpDate, E-Fheramane Evapazate
1a

Digplay 2: Pheromone Update value for “Askina & Vaseline Gauze' and 'Askina & Silver
Sulfadiazine Cream’ produced by Microsoft Iixcel (Hot Soup sample data).

5.4.2.2 Pheromone Evaporation.

After Pheromone Update formula is carrvied out, the next step is to perform Pheromone
Evaporation. The difference between Pheromone Update and Ewvaporation is that,
Update is only carried out in the random selected items while the process is carried out

in every item for Pheromone Evaporation.

1045



Take the previous section ag an example. Evaporation is performed in the first cyele:

‘Asfina’. From the diagram below (Display 3), every item will experience evaporation

process.
[ =] =|
! A B ReER C [ B | E |
1
; B
3 | _Cyclel |
4 [No  [2-ItemSet P o I I
5| 21|Paracetamol & Vaseline Gauze 3030298 |x 3027268
6 | 22|Phenergan & Silver Sulfadiazine 3.030298 |x 3027263 |x
7 | 33|Phenergan & Askine 3030298 [x 3027268 x
8 24|Phenergan & Vaseline Gauze 2020292 | 3027268 |x
4 23 |Phenergan & Silver Sulfadiazine Craam 3030298 |« 3027268 |x
10| 26|Silver Sulfadiazine & A skina 3,020298 b 3027262 |x
11| 27| Silver Sulfadiazine & Vaseline Gauze 3030208 1« 3027255 |
12 28| Askina & Vaseline Gauze 3030208 315251 3149358 |x
20| Askina & Silver Sulfadiazine Cresm 2020202] 3.152300| 3.15524lx
30| Vazeline Gauze & Silver Julfadiazine Cream 3030298 e 3027263 |«

Mote: P-Fheromone vwalue, U-FPheromone UpDate, E-Pheromone Evaporate

Displav 3: Pheromone Evaporation value for ‘Askina & Vaseline Gauze and "Askina &
Silver Sulfadiazine Cream’ produced by Microsoft Excel (Hot Soup sample data).

The formula for pheromone evaporation as below:

Pheromone Evaporation = Pheromone-(0.001* Pheromone)

(refer to 322)

Jtem-X | Item-Y Phe  Update | Evaporate |
Silver Sulfadiazine | Vaseline GGauze 3.0303 | X

Askina Vaseline Gauze 3.0303 | 3.15251

Agkina Silver Sulfadiazine Cream | 3.0303 | 3.1584 '

Table 5.20: Pheromone Eﬁaﬁbr'a'tio'n for ‘Askina’ item.

For No.27, ‘Silver Sulfadiazine & Vaseline Gauze’, Pheromone Evaporation is carried
out based on Phe value az no Pheromone Update process is carried out in this cyele.

Evaporate = 3.0303 - (0,001 * 3.0303)

= 3.0303 - 0.0030303

= 3.02727
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For No28, ‘Askinag & Vaseline Gauze’, Pheromone Lvaporation is carried out based on
the "Update' value in the column as that is the updated pheromone value in this cyele
{Table 5.20 & Table 5.21).

Evaporate = 3.15251 - (0.001 * 3.15251)

= 3.15251- 0.00315251

=3.14936 (40)
No [Item-X ltem-Y IR b1 Update | Evaporate
27 | Silver Sulfadiazine | Vaseline Gauze [ 3.0303 | X 3.02727

28 | Askina Vaseline (Gauze | 3.0303 | 3.15251 | 3.14936

29 | Askina | Silver Sulfadiazine Cream | 3.0303 | 3.1584

Table 51: Pheromone Evaporation for ‘Askina’ item in Hot Soup sample data.

Manual checking is done using Microsoft Excel in 20 cycles and the following are the
output results. See more detail calculation from cycle 1 to eycele 20 in Appendix B, C, D,

& B, each diagram consists 5 cycles in process.

The final result in 20-cycle is tallied to the resulls gencrated by the prototype (Figure

2.17) and the results generated by Microsoft Excel (Display 4),



A 0 2] L [ il O R
115
116
117  oyele 20
(118 [Ho 2-IemSet 4] |
118 1| LowerLinds & Upperlonh [l _ | 297433 L
120 2|LowetLirb & Pamcetarn] [ 493807 2
21|  3|Lowerlimh & Sibvor Sulfadinrine [ 5.22454| 2
122 A Lowerlivd & Hydreendind & 376304 1
123] 5 |Lowerlivh & Siter Sulfadiszine Cranm x 501629 2
124 6 | UL vk & Pameetamol L1 297028 i
128] 7 Upperlamb & Sikver Sulfadissme = PRI 2
128 &[UpperLink & Hydrocolioid = 27026 1
127 2 [Upperlimb & Siher Sulfudiazine Cream i PRr ] I
128 10| Parzcetamol & Sikar Sulladinzines e ABITTY 2
120 11 |Pamcetarenl & Hydrooollned i 353087 1
130] 12 |Parscatemal & Sitver Sulfadiasiee Cream b 426271 z
131] 13 {Sihver Suifudiszirs & Hydooolloid = | 353440 1
132]  t4|Sibver Sulfudsarsne 4 Sihar Sulfudissine Cren |3 4 B4 2
133 15 Hs.-'dmn.‘chl]ﬂ_:rbi& Sﬂ'-'el‘Su]fa.ﬂminq Crroarn E 31ER93] 3 16674 2
134]  16|LowsrLink & Phenergan " 3 4047 i
135 17 | LovarerLivah & Axkine i3 349735 1
136 18 |Lowesl b & Vaseline Crause b 330133 i
137| 19 |Famcetormol & Pherengan - 335024 1
138 20 |Paracetamol & Askina Ed 4. 35044 i
133 21 [Parsretamol & Vageling Gavze 3 336038 1
140 42 Phevergan & Siheer Sulfadinzine = 310128 2
431]  23|Plenengn d Asking [l 3 09531 | L
142| 24| Phenergn & Vaseline Gauze [l TO0E0T L
143]  25|Phunerpen & Siber Sulfadizrine Cresm [l 3 09605 ] z
A4] 26 |Siheer Sulfndinzing & Asturs | 3,334 1
195| 37 [Sibver Sulfedinzing £ Vaseline Crawse x 3863 | 1
146 28 |Asking & Foseline Gaure _ e 343014 ]
447| 29 [Asking & Sibver Sulfndiozine Crearn % 3 50338 2
148 30 [Vassline Gome £ Sikver Sulfudinrine Creom k3 3 ATETL 2
144
150

h
Ll
=

Hate: Pr-Previous Pheromans vale in Cyels 15] U-Pheromone UpDate, E-Phemmnne EBraporade

»
h
1

iBlE]

R e = . L

alaih Bhemsd® R £

Display 4: Pheromone Update and Evaporation value after 20-cyele in Hot Soup sample
data (generated by Microsoft Excel).
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Lower Limb Upper Limb 2.97423

Lower Limb Paracetamol 4.93897

Lower Limb Silver Sulfadiazine 5.22454

Lower Limb Hydrocolloid 3.76304

Lower Limb Silver Sulfadiazine Cream 5.01629

Upper Limb Paracetamol 2.97027

Upper Limb Silver Sulfadiazine 2.97027

Upper Limb Hydrocolloid 2.97027

Upper Limb Silver Sulfadiazine Cream 2.97027
Paracetamol Silver Sulfadiazine 4.81777
Paracetamol Hydrocolloid 3.53687
Paracetamal Silver Sulfadiazine Cream 4.86271
Silver Sulfadiazine Hydrocolloid 3.53443
Silver Sulfadiazine Silver Sulfadiazine Cream 4.86246
Hydrocolloid Silver Sulfadiazine Cream 3.16676
Lower Limb Phenergan 3.44947
Lower Limb Askina 3.49739
Lower Limb Vaseline Gauze 3.50123
Paracetamol Phenergan 3.35026
Paracetamol Askina 3.35944
Paracetamol Vaseline Gauze 3.36038
Phenergan Silver Sulfadiazine 3.10125
Phenergan Askina 3.09531
Phenergan Vaseline Gauze 3.09507
Phenergan Silver Sulfadiazine Cream 3.09606
Silver Sulfadiazine Askina 3.3347
Silver Sulfadiazine Vaseline Gauze 3.35862
Askina Vaseline Gauze 3.48015
Askina Silver Sulfadiazine Cream 3.50338
Vaseline Gauze Silver Sulfadiazine Cream 3.47871

Figure 5.1: Pheromone values after 20-cvele procezs in Hot Soup sample data (generated
the prototype system). It 15 used to tally the values done by manual calculation

{carried out by using Microsoft Excel).

From the two output results, Apriori-Ant-Internal-Caleulation proves to be accurate,
Rule generation is based on the highest pheromone value. In this example, the first rule

generated by this prototype is [Lower Limb, Silver Sulfadiazine] with the highest

pheromone value of [5.22454].
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Chapter 6: Discussion

The combination of ACO algorithm [7 & 15] and Apriori algorithm [1, 11 & 12] can
remedy each other's weaknesses, This research discovers that the two combined
algorithm can work together to generate rules from a non-transactional type of data and
at the same time replace the repetitive [/O scan during the candidates generation in

Apriort algorithm.

There are a few significant findings from this research:

¢ The candidates generation process which involve a lot of pruning and joining process
in Apriori algorithm is replaced by the Apriori-Ant algorithm. Only one joining
process 18 carried out, and the process stops at first level of joining. No pruning is

involved here.

¢ In this case, no interesting rules of the infrequent items are left out in the joining
process because this new joint algorithm excludes pruning in the process. This is to
avoid pruning away those infrequent items which may generate interesting rules at

the end of the process [4].
s The rule-generation process is replaced by ACO algorithm [15]. Only items in 2-
itemset list with the highest pheromone value will form rules. And the first items

which appear in the rules list are items with the highest pheromone value,

e Some of the items that appear in rule No.1 to 20 are infrequent or uninteresting in

Apriori algorithm [7] as the counts are below certain threshold. In Apriori algorithm
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[7], such items would have been pruned from the list. But in this Apriori-Ant

algorithm, such items are interesting and may produce good rules,

In this thesis, the experiment is carried out based on two areas: Number of Rules, and

the Processing Time,

s  Number of Rules.
The numhber of items in the itemset list greatly affects the number of rules

generated.

Take 'Hot Air" as an example. Only 1 record is involved in the process. Although
there is only 1 record, it can generate 4 items in l-itemset list and 6 items in 2-
itemset list. Thus, 6 rules are generated at the end of the process. From the 6 rules,

at least 1 or 2 rules may be interesting to a user,

Certain cases only involve 1 record like '‘Hot Air" and "Hot Porridge’. For these two
cases, the number of record is the same, but the items generated in 1-itemset list, 2-
itemset list and rulez are different from each other. At this point, pheromone value
has an impact on the number of rules generated, and indirectly it has relation with

the number of items generated in both lists.

Another finding under this research is that the number of rules iz correlated with
the items in 2-itemset list. The more items that are generated, the more rules are
produced. And the more items there are in l-itemset list, the more items in 2-

itemset list. In other words, iteme in 1-itemset list and in 2-itemset list and the
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number of rules are correlated with each other. But the number of records cannot

indicate the number of rules to be produced.

Processing Time.

No processing time is wasted on the candidates generation and the /0 scan on the
database. Only two /O scans over the database are required in Apriori-Ant
algorithm. A lot of research 1s still required in the processing time, In an Apriori-
Ant algorithm, the factor that influences the processing time is the ‘Total

Pheromone value'.

In Apriori-Ant algorithm, pheromone value replaces the threshold used to determine
the destination of the items to form a rule. Threshold 1s a user-defined value used to
determine which items are the uninteresting items that will be pruned in Apriori

algorithm.

The sensitivity of Pheromone value may indicate the quality of each rules generated,
which plays the same role as threshold in Apriori algorithm. As the pheromone
value has impact on the processing time, an effective formula on ealculating the
pheromone is important and the formula still can retain the gquality of rules

generated,

Obviously, the number of records has an impact on processing time, but not on all
sample-data. For example, in ‘Firecrackers’ and ‘Electrical’ sample-data,
‘Firecrackers has 5 records with 19.9161 pheromone value and it takes 19 seconds

generation time as compared to ‘Electrical’ of 4 records and 43.9192 pheromone
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which takes 36 seconds. It clearly shows that it is the pheromone value which affects

processing time and not the number of records.
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Chapter 7: Conclusion

Apriori-Ant algorithm iz a combination of Apriovi algorithm [1, 11 & 12] and ACO
algorithm [7 & 15]. The technique is to replace the candidates generation process which
requires repetitive I/0) scans over the database in Apriori algorithm at the initial stage.
The candidates gencration involves pruning and joining process. o Apriori-Ant
algorithm, only the joining process is carried up to level-2. The Level-2 process is to

generate item and count of 1-itemset (Level-1), 2-itemszet (Level-Z).

The second step of Apriori-Ant algorithm 12 ACO algorithm. In ACO algorithm, the
ariginal caleulation formula for Pheromone iz used in Apriori-Ant algorithm, but the
formula to calculate the pheromone has been modified. The number of counts in 1-
itemset and 2-itemset has replaced the value used in Pheromone and Heuristic (Matrix)

in the pheromone formula,

Lift measurement [10] method 15 introduced in Apriori-Ant algorithm to replace
Confidence measurement in Apriori algorithm. This method proves that it has no bias
and duplication of combined items. For example: X & Y or ¥ & X makes no difference
and produces the same walue after caleulation. So either one combination can be

removed from the list to improve processing speed.

The use of ACO algorithm 12 to shorten the rule generation processing time. Rule
generation is based on pheromone value and pheromone value is generated after a
pheromone update and a pheromone evaporation process. This 1s different from what 1s
in Aprior algorithm where the rules are formed after a series of repetitive candidates
generations.
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In Apriori algorithm, infrequent items are pruned from the list which may result in
some interesting rules being left out. But in Apriori-Ant algorithm, no rules are pruned.

Which means, at the early stage, all items are treated equal even if they are infrequent.

Conclusion:

I'irst, Apriori-Ant algorithm introduces a new way to replace the candidates generation
process which requires repetitive [/O scans over the database, In Apriori-Ant algorithm,
only two I/O disk scans are required and only joining process in the candidates

generation process occurs up to level-2,

Second, Apriovi-Ant algorithm should produce better rules from a non-transactional
data as compared to Apriori algorithm because no infrequent items which may be

interesting are wasted [4].

Third, Apriori-Ant algorithm introduces the Lift measurement [10] method to caleulate
the pheromone value which replaces the Confidence measurcment in ACO algorithm,

The advantage is that it does not suffer from the rarve items problem.
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Appendix F

Pseudocode for Single Itemset

//to ereate one-itemaset list/single-itemaset list

While stngleitem al.oop A first loop for single tlem set

While singlettem bloop £ Fsecond loop for single ilem sel

A substibute the tlemes in itemjoin into temp variable
ternp=itenjoinfaloop{bLoop];
If (temp!="-"}
baol;
S isubstitute the ttems in Supportltem inito temp variable
While singleitern cLoop /A third loop for single ilem sel
If (temp=SupportliemfcLoop])
breal;
end cloop
/I not the same, substitule the wlems in lemp variable into Supportitem
A larray,
Iftlsame)
Supportitem{s/=temp;
IRCTEnse 5
ernd While singleitem bLoop

end While singlettem aLoop



Appendix G

Pseudocode for single itemset count

S Ato ealewlalbe the (tems in one-ttemset lisl

While singlecount aloop
While singlecount bLoop
£ /substitute the item in itemjoin into temp variable
temp=itemjoinfalooplfbLoop];
While singlecount cLoop
/7if the ttems in temp variable same as in SupportItem loop, then
/ /increase SupportCnt with 1
/ /the purpose is to calculale the count with the respective items in
//Supportitem array
Ifftemp=Supportitem{cLoop])
inerease SupportCnifeLoop;
end While singlecount cLoop
end While singlecount bLoop

end While singlecount al.oop
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Appendix H
Pseudocode for two itemset
£ to ereate fiwo-ttemsef list

While hicaiterm aloop
While tuwatterm bLoop
[ faubstitute ttems at itemjoin into temp I variable
temp I=itemjoinfaLoop/fbLoap;
while twoitem dLoop
/S substitiete items at itemjoin into temp2 variable
temp2=iternyoinfalooplfbloop];
if ((temp LI="") and (temp2/= "))
bool same=false,
/A fchecking if items in temp ] and temp?2 exist in Confidenceltem
£ farray
While tiwottem eLoop
ifiltemp I=ConfidenceltemfcLoopl{0]) and
(temp2=ConfidenceltemfeLoopf1]))
SOMe=irue,
brealk;
end while lwoitem eLoop
A ot the same, then suhstitute the items in templ info
Al Confidenceltem array al position @ and substitnde the tlems in
/itemp2 into Confidenceltem array at posifion 1.
if{fsame)
Confidenceltem{st][0]=templ;
Confidenceitemfsi]f1]=tempZ2;
increase si;
end while twoitem dLoop
end while twotlem blLoop

end while twoitem alLoop



Appendix |

Pseudocode for two itemset count

A to calewlate the ilems in tia-tlemsel list

While tivoutemeount aLoop
While tiwottemeount hLoop
/fsubstitute items in itemjoin into temp I variable
ternp I=itemjoinfaloopjfbLoap/;
while twoitemcount dLoop
! substitute ilems in itemjoln into templ variable
temp2=itemjoinfaloopf{dLoop];
while twottemeount eLoop
A the items in temp I and temp2 variable exist in
/itemjoin array then increase ConfidenceCnt with 1
/b is to ealculate the count with the respective items in
! litemjoin array.
ifi(temp I=itemjoinfeLoopf0]) and
{templ=itemjmnfcLoopf/1{})
inerease ConfidenceCntfeLoopf;
end while twoitemecount cLoop
end while twoitemeount dloop
end while twworlemeount bLoop

end while twoilemcount aLoop
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Appendix J

Pseudocode or Apriori Internal Calculation

A Apriort caleuwlation

While aLift Loop
Far blift Loop
/fondy if the ilems at Confidenceltem al posilion 0 equal lo
! fSupportltem, xCount caleulation is get from the SupportCnt divided
£ by the total cause
IfiConfidenceltemfaliftj{0]=Supporiltem{bLift])

xCount=SupportCnif{bLift]/ totalcause;

A lonly if the items at Confidenceltem at position I equal to

/ /SupportItem, vCount calculation is gel from the SupportCnt divided
/by the total cause

If(ConfidenceltemfaLift][ 1]=Supportltem{bLift])

yCount=SupportCntfbLift] /totaleaise;

/ /if ConfidenceCnit value is not equal to zero(Q), then perform the
£/ ProConf, Conf, Lift and Phe calcuilation
iff ConfidenceCntfalift]!=0)

ProConf;

Conf:

Lift;
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Phefalift]:
end For Loop

end While Loop
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Appendix K

(Generate random item to match in 2-itemset list

/generale a random item

Initialize number of Ant eveles loop
Generate a random number [RunNum];
TempCharRan=Suppaorltem{RanNum];
While Check=st+1

S check whether the random tlems extist in Confidenceltem
If Confidenceltem[Check]{0]=TempCharRan
Checling=true;
break;
Elsze
increase Cheek;
fnd while check

/7 random ttems not found in Confidenceltem, get another random
A litem

Iffchecking)
Gel another random number;

/Aif random items found in Confidenceltem, subsiilute the random item
! finto CharRan variable.
If(checking)
If TempCharRan=""
(ret another rondom number;
Elze
Charflan=TempCharRan;

£/ Create a Tabu List to store the existed items in the process
Create Tabu array;
While Ant LoapA<st+i
If Confidencellem{Ant LoopAJ{0]=CharRan
If PheromonefAnt LoopA]=PherTemp
PherTemp=PheromonefAnt LoopA];
End if
Pher LoopA = Ant LoopA;
End If
ierease Ant LoopA;
fond While Ant LoopA

CharRanAni=Confidenceltem{Pher LoopAJ{1];

//items in position 0will store in Tabu List
Tabuft[=Confidencellem[Pher LoopAJf0]:
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//pheromone values for the respective Tabu items are store in TempPher
variable
TempPher{TP=Pheromonef{Pher LoopAJ;
inorease TH;
Lnorease
For Ant AlgoLoop<10
While Ant LoopB<=gi+]
Flagl, Flag2=false;
If ConfidenceltermfAnt LoopBlf0]=CharRanAni
Flagl=true;
For TabulLoop<t
If TabufTabulLoop]=CharRanAnt
FlagI=true;
brealk;
If (tFlag1)

For Tabuloop<i

If ConfidenceltemfAnt
LoopBIf=Tabu/TabulLoop]
Flag8=true;
birecl;
End For Tabuloop
If ('Flag2)
SAif the pheromone values grealer than
! PherTempB, substitute the pheromone
A /values into PerTempB variable
If PheromonefAnt LoopB]=PherTempB
FherTemplB=FPheromonefAnt LoopBJ;
PherLoopB=Ant LoopB;
Ened 1f
PherLoopB=Ant Loopf3;
Flagl=true;
Knd If
End If
End If
Increase Ant LoopB3;
If (Flag!| | Flag2)
Brealk;
End while Ant LoopB
End For AntAlgoLoop

£/ Pheromone Update and Evaporation
For PherUpdate<sti+1
If Confidenceltem{PheUpdate/f0J=TempCharRan
For CheckUpdate=s
If Confidencellem[PherUpdatejf1]
=Supportltem{Check Update]
Pheromone Calculation;



nd ff
End For CheckUpdate

For Fvaporate<st+]
Fuaparate calculation;
End For Evaporate
End If
End for PherUpate
End for Ant Cyeles Loop
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Appendix L

Sorting the items with highest pheromone values

For Emply Loop<si+I
TempPher{Empiy[=0.0
TempConfidenceltemfempty]fO]="":
TempConfidencellemfempty]f1]=""

End For Empty Loop

! faubstitute all the necessary items info a temporary variable

For Change Loop<st+1
TempPher{Change]=Pheromone/Change];
TempConfidenceltem[Changel{0]=Confidenceltem[Change][()]:
TempConfidenceltem|{Changel{ 1]=Confidenceltem{Change]{1];
End For Change Loop

! sorting oul all the itens aceording to pheromone value in ascending order

For Sort iLoop<=number
For Sort jLoop==number+1
If TempPher{Sort iLoop]<TempPher{Sort jLoop]
ChangePher=TempPher{Sort iLoop/;
TempPher{Sort iLoop]=TempPher{Sort jLoop];
TempPher{Sort jLoop|=ChangeFPher;

ChangeConfidence I=TempConfidenceltem{Sort iLoopj{();
TempConfidencellem{Sort iLoop]fi]=

TempConfidenceltemSort jLoop({0)];
TempConfidenceltem{Sort jLooplf0j=ChangeConfidencel;

ChangeConfidence2=TempConfidenceltem{Sort iLoopf{1};
TempConfidencellem{Sort iLoop]fi]=
TempConfidencellem[Sort jLoopf{1];
TempConfidenceltem{Sort jLoop/{1j=ChangeConfidence2;
End If
Fnd For Sort jLoop
ind For Sort iLoop



Appendix M

Rule Generation |

Create RuleConstruciion array;

For TestRule=number of rules for testing
RuleTemp=TempConfidenceltem[Test Rulef{1];
TabuRulefcTabuj=TempConfidenceltem{Test Rule/f()];

inerease cTabue;

! join only the first 2 ilems in TempConfidenceltem into RuleConstruction

£ larray

RuleConstructionfcRule/=TempConfidenceltem{O]+Rule Temp;

For SecondRuleLoop<10
While Rule Loop2=si+1
RuleFlagel, Rulellag2 = false;
If TempConfidenceltem{Rule Loop2f[0{=RuleTemp

RulellageO=true;
For RuleTabuLoop=cTabu

/ /RuleConstruction process will stop if the items
/fexist in Tabu list,
If TabuRulefRuleTabuloop=RuleTemp
IulellagI=true;
break;
End If
End For RuleTabuloop

If (1Rulellagl)
For RuleTabuLeop<cTabu

/ /Items at position O to find the ilems al position 1
£ lwith higher pheromone values.
If TempConfidenceltem{Rule Loop2i{0]=
TabuRulef RuleTabuloop]
Rulellag2=true;
break;
End if
FEnd For RuleTabuloop

If (!RuleFlag?)
If TempPher{Rule Loop2{=PherUpdate?2
PherUpdate2=TempPher{Rule Loop2|;
Rule LoopB=Rule Loops;
End If
RuleFlagO=true;
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End If
increase Rule Loop2;
End If

End If

If (RuleFlagd)

/ /store only the items at position I into RuleConstruction

£l array

RuleTemp=TempConfidenceltem|{Rule LoopB{[1];

TabullulefeTabul=TempConfidenceltem{Rule LoapBjf0];

inerease o fabny

RuleConstructionfeTabuf=
RuleConstructionfeRule/+Rule Temp;

End If
If (Rulellagl | | Rulellag2)
hrealk;
End For

inerense o ab;
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