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Editorial Preface 

These are the Proceedings of the 4th International Conference on Information Technology in Asia 
(CITA'05), held between 12'h -15'h December 2005 in Kuching Malaysia. The CITA'05 
conference is organised by Universiti Malaysia Sarawak in collaboration with the IC'f Unit, Chief 
Minister's Department of Sarawak and the Global Information and "Telecommunication Institute, 
Japan. 

It is the aim of the conference to showcase applications of Information and Communications 
Technology (ICT) in the Asian region while fostering the exchange of ideas and research results 
with researchers worldwide. This focus on Ubiquitous and Pervasive Computing, is in line with 
our efforts to highlight the emerging trends and technologies that will help both organisations and 
nations to stay ahead in a dynamic and challenging environment. 

We are pleased to have received a good response of 156 submissions from 17 countries. We have 

selected 60 papers under 8 major tracks: Community Intbrmatics, Computing Infrastructure, 
Knowledge Networks and Management, Information Management, Systemms Engineering, I (unman 
Computer Interaction, Computational Models and Systems and Autonomous Systems. The range 
of topics cover the pervasive nature of ICT applied in all aspects of our lives. 

It is hoped that this conference will provide a platform to bring together researchers and 
practitioners to share their knowledge and experiences in preparing us towards the current trends 
and future issues in computing. 

We would like to acknowledge and thank the many people echo have contributed greatly to the 

conference. I wish to thank the members of the programme committee fir reviewing the papers 
against a tight schedule, and the members of the organising committee for their hard work put in. 
We extend our sincere appreciation to all sponsors for their generous contributions. 

We wish you all an enjoyable conference with fruitful deliberations and hid a warm "Sclamat 
Datang" to our visitors to the Land of the I Iornbills. 

Associate Professor Narayanan Kulathuramaiyer 
Organising Chair 
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Abstract -The issue of online profiling and privacy has 

received growing attention from academics and 

practitioners The unprecedented race among e- 
businesses to provide personalised contents has placed 
distrust in consumers at an alarming rate. This study 

combines and applies well established constructs 
developed by /8,9,1//to empirically assess the existing 

scenario of Australian Website'c with regards to online 

profiling, privacy and trust. The study further highlights 

relevant managerial implications for managing these 

constructs and directions for future research are 
discussed, apart from suggesting an alternative 

approach towards online profiling i. e.. self-pro/ling. 

Keywords: Online profiling, privacy, trust, websites, 
self-profiling. 

I Introduction 
The advances in technology have revolutionized 

how c-businesses operate and gain competitive edge. 
Personalisation of products and services are seen as 
central to their customer relationship management (CRM) 
strategy. In order to achieve this, c-businesses have 

resorted to extensive collection, sharing and exchange of 
customer information via online profiling [l, 2,3J. Due to 
the nature of the web customers leave traces of their 
visits, which in accumulation could be developed into a 
credible online profile. E -business then capitalizes on this 
profile to learn and formulate appropriate competitive 
marketing strategies. Even though this is seen as 
favourable amongst the retailer, it has created a very 
fretful scenario amongst the customers. Customers arc not 
willing to give up personal information, and thus hardly 
commit to e-commerce transactions. 

The data collected during e-commerce transaction is 
known to yield a deep and comprehensive profile of an 
individual's habits, preferences, finances, and ideology. 
Thus, privacy concerns compromise the overarching 
ecology of cyberspace, such that worry about privacy 
specifically the unmitigated profiling of individuals limits 
the Internet's potential to improve CRM customer's 
relationship management and invades customer privacy 

[ 1,4,5,6]. The Centre for Business F. thics & Social 
Responsibility (BEiSR) states that, "Internet users are 
afraid that websites know too much about them" 17, p. 1 [. 
1 here has been it plethora of studies echoing the same 
[8,3,9,10,1 Is]. However, to our best knowledge there 
has not been any study to date examining the act of online 
profiling within the Australian context. Hence, the study 
applies well-established scales of [8,10, I1] to highlight 

and discuss the salient issues concerning privacy, trust 

and the practice of online profiling amongst Australian 

websites, as well as to contrast the findings in similar 
research efforts by [III and others. This study also 
proposes a new approach towards online profiling i. e. 
self=profiling [see 121 with the findings presented in three 
key sections. First, a review of the relevant literature 

within the domain of privacy and trust is presented. In the 

second section, details of the methodology and results of 
the analysis are highlighted. "Thirdly, conclusions and 
managerial implications are discussed with directions fiir 
future research suggested. 

2 Literature Review 

2.1 Customer Relationship Management 

and Personalisation 

As the development of Internet technology continues 
coupled with the flux of online competition where a click 
of a mouse is enough for an online customer to select a 
new provider 1131, the height of c-Customer Relationship 
Management has forced e-businesses to develop rigorous 
and reliable methods to attract, retain and develop high- 

value customers. In some cases, this could constitute the 
recognition of customer profiles and dynamic presentation 
of products, prices or packaging deemed appropriate to 
that profile 1141. Website administrators and c-marketers 
must now continuously innovate and "engineer" branded 

customer experiences of their online service offering that 
both differentiates from competitors and strengthens 
customer relationships 115,161. One common and 
efficient approach is online personalisation, where 
contents of a website are tailored to suit the customer. 
It'his approach has been known to improve customer 
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retention and has been well documented within the online 
context. However, in order to perform this, e-businesses 
need information from the customers [ 17]. Hence, the 
beginning of online profiling. 

2.2 Online profiling 
Online profiling is the practice of aggregating 

information about consumers' lifestyle, product 
preferences and purchase history [18], gathered by 
tracking their movements online. The Federal Trade 
Commission contends that there are 3 categories of 
information that could be collected during online profiling 
i. e. anonymous information; personally unidentifiable 
information and personally identifiable information 
[see 9]. Using the information in the resulting profile, 
advertisers can tailor their marketing specifically to the 
consumer when she visits a website [2]. Further, [3] notes 
that online profiling could also be used for personalising 
web contents and products in order to enhance customer 
satisfaction and develop loyalty. It could help e- 
businesses to be selective in their efforts to discriminate 
profitable customers from the regulars. Online profiling 
can happen in several ways [see 3J, most commonly when 
the host computer (the Website being visited) places a 
cookie on the end user's computer. The cookie transmits 
information back to the host computer. This information 

allows a business to track an end user's page views, the 
length and time of the visit and responses to 
advertisements. Purchases and search terms entered by the 
end user can also be tracked [19]. Using personalization 
software fed by web server logs analysis, advertisers can 
dynamically change content based on profile information. 
By combining demographic and psychographic behaviour 
data of other end users with analysis of a consumer's click 
stream data, personalization software can anticipate the 
consumer's actions. For instance, in the course of a 
consumer's visit to a website, it may appear that he may 
abandon a shopping cart because of the high shipping cost 
of a product. If other customers have demonstrated a 
similar tendency toward rejecting the purchase of the 
same product for the same reason, the Website may offer 
- in real time an incentive to entice other customers to 
buy the item (20J. 

The activities of profiling networks are the leading edge 
of a growing industry built upon the widespread tracking 
and monitoring of individuals' online behaviour [21]. Via 
profiling e-businesses see mass customisation. For a long 
time mass customisation has been a marketer's dream: the 
fantasy that machines could be built that automatically 
tailors products to the customer's requirements. That 
technology is now here. One limitation was capturing the 
customer's specification economically but now that the 
Internet is enabling customers to deliver their 
specifications in a structured form, everything from books 
to houses can be tailored online. [2] pointed that almost 
all e-commerce companies do online profiling and 
increasingly pervasive use of surreptitious monitoring 

systems compromises consumer trust in the Internet and 
undermines their efforts to protect their privacy by 
depriving them of control over their personal information. 
The customer's information is collected silently [17] and 
women are the prime targets due to their spending 
behaviour [22]. Albeit, the benefits e-businesses reap, 
online profiling raises consumer's distrust and is 
perceived as an intrusion to their privacy. 

2.3 Privacy and trust 
IS and marketing literature have confirmed consumer 

concerns over information privacy as one of the most 
highlighted issues in current information age [23]. The 
right of an individual to be anonymous while having 
control over personal information could define privacy 
[24]. Given the discussion in section 2.2 there is an 
increasing awareness of privacy and concern arising from 
the public opinion these days. One of the major concerns 
faced by the online customers are while submitting 
personal information as to what the information will be 
used for by an online company and whether will it he 
disclosed to any other third parties [9]. Privacy legislation 
has done much to reduce the risk from threaten data to 
ensure costumers' confidentiality and to reinforce 
customer-centric approach in E-commerce to make 
profiling an effective tool. Specifically, Australian online 
privacy legislation started with The Federal Privacy Act, 
which contains eleven Information Privacy Principles 
(IPPs), which apply to Commonwealth and ACT 
government agencies. It also has ten National Privacy 
Principles (NPPs) which apply to parts of the private 
sector and all health service providers The Federal 
Privacy Commissioner also has some regulatory functions 

under other enactments [see 25]. The 10 NPP's: 
Collection, use and disclosure, data quality, data security, 
openness, access and correction, identifiers, anonymity, 
transborder data flows, sensitive information. In terms of 
Internet privacy is important to recall these 10 principles 
to create a trusted environment for customers and 
business. Concerns about privacy rank high among 
Australians who say they are more concerned about the 
loss of personal privacy (56%) than health care (54%), 

crime (53%), and taxes (52%). When asked specifically 
about their online privacy, survey respondents said they 
were most worried about websites providing their 
personal information to others without their knowledge 
(64%) and websites collecting information about them 
without their knowledge [26]. [27J has estimated that 45% 
of consumers who do not currently make online purchases 
would do so if their privacy concerns were addressed, and 
52% of current buyers would make more purchases with 
privacy protections in place. [28] reported that 30% of 
customers claimed that they had been stolen or cheated 
online, while 80% of customers said that if the companies 
had good security for their accounts, they would have 
been more confident to buy online. This lack of consumer 
trust can be directly translated into losses. [22,24,39] 
contend that trust has a major influence on information 
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disclosure. This is evident from the Internet Consumer 
Trust Model developed by [24], the Electronic Exchange 
Model by [29], the Model of online information 
disclosure [I I ], which sources trust to be a key 

antecedent to engaging in consumer transactions online. 
This is mainly is because trust reduces the perception of 
risks associated with purchasing goods and services 
online. Higher the trust, the better the chance of 
consumers engaging in electronic transactions. 

3 METHODOLOGY 

3.1 Sample Frame 
There are numerous ways to evaluate a Website 

[see 301 and to gauge the components of trust [see 101. 
Accordingly, we adopted a suitable methodology inline to 
our objectives. To gather a comfortable target 
population, our study required respondents with previous 
experience in the e-commerce area. The respondents for 
the survey were post-graduate students enrolled in 
Information Systems subjects at a large Australian 

university. Since the topic of Website privacy, trust and 
online profiling was part of their syllabus, they were 
considered to be an ideal target population. Prior to the 
actual study, the students (in groups) were asked to 
browse and select numerous sites and get familiarised 

with online profiling practices amid Australian websites 
during their tutorials. This process allowed respondents to 
trial the Websites before its subsequent evaluation. The 
decision to choose which Websites for the study, were 
derived as a convenient random selection of %%ebsites 
according to alphabetical order generated during the 
tutorials- Each group was then asked to nominate a 
website in alphabetical order and no websites should be 

nominated twice. This lead to the selection of 54 websites 
(Table 1) for the study, which could he attributed to the 
Australian scenario as it had almost all industry 

representative, including government and charity-based. 

3.2 Survey Design and Administration 

The survey for this study was conducted over two 
phases. In the first phase, each respondent was briefed on 
the instructions prior to handing out the questionnaire and 
were allotted 2 random websites to complete the survey. 
The survey gathered 108 valid responses. The survey 
comprised 6 key sections made up by constructs from 
[8,9,10,11,31] as shown in Table 2. Respondents were 
invited to indicate their opinion about disclosing personal 
information, issues on trust and perception towards 
Australian websites using a7 point scale (as in similar 
studies). The questions were anchored as I- "Very 
strongly disagree" and 7- "Very strongly Agree". 
Further, there was a section on online privacy practices 
where the respondents were asked to either answer yes, no 
or unsure. The second phase of the survey was concerned 
on the issues of online profiling and was conducted 
immediately after the first phase hence to ensure that there 

was no change in the conditions of the survey. 
Respondents were again invited to use a 7-pont scale to 
indicate their views on online profiling and self-profiling. 

4 DATA ANALYSIS 

4.1 Survey Data in Brief 

The survey saw 108 respondents whose profile 
reflected the typical e-commerce participants [321. 
Briefly, they were mature-aged students aged between 24 
and 30 years with an average of 3 years working 
experience, and Internet literate. Sixty percent of them 
were females, 94% were single with middle-income 
range. 

Table I: Depicting the websites used as part of'the 
survey 

Websites used as part of the study in alphabetical 
order 
w\wv abc net au, \vlvw. aaod. orgau, wwwanr. comau, 
www'-auspostcont au, wvvw. australiandctcrencc corn au, 

www austar coin au, www chinaren com au_ 
www citrbank cunt au, wNwv crosscountryrcaltv. com , in, 

wvwv dell corn an, www dlink coin an, ww'w ebay coin au, 

www emstvorrng coin an, ww'w getaway con an, 

wvvvv-giocoin au, vwcwgrwglecorn au , vwvw imetcont. au, 

wvvw imb corn au, www innni gov an, wwwietarrways coin an, 

\vw\v johcareer com an, ww\v johnct com au. 

w, vw kprog com an, ww\v nricrosoll com au, w\wvnrsn conrau, 

w'w\v national cnrn au. wins neStle corn an, 

www nincnuncuin au, www-nissan coin an, 
wvwv nokia-coin au, wwvvuptus com au, www orange com an, 

wwvcoutlook coin an, vvwvv oz coin ati, 
iris is pc-express. corn. arm, wwwpwc conr/au 
wvvw ralph-ninenrsn. cont an, www. rehelsport. com au, 

www roadrunnerrccurds coin air, com air, 

tirllartfavel. corn. an, som coin au, 

www lupportersworld coin an, ww\v tclstra coin ini, 

\vww three corn an, w\vw. int. coin au, www vrcoads. vrc gov au, 

wvcvc visrtmelhourne-coin, wwwvlmepa_ssenger-coin ou, 

wwwl wesl: anncrs comau, \\'"w westpac c. onrau. 
ww\v vcoohvorths corn au, www vahoo corn au, www z cum au 

Table 2: Depicting the adopted constructs from 
[9,9,10,1 I, 3 1] used part of the survey. 

No ANallablc Constructs from Adopted hey __-- 

Literature Recier Constructs 

1 -- Kcpotatinn LHJ -- _-- 

----- Reputation and 
2 I'ercel%'l'd tillc' Ä perception 

i Wehsltc trtlstlýt)rtll111CsS 8 I rlltitNllltlly 

AtLWdcs tuss; uds a ss'chsitcLHJ 
_ __ 5 \k'illmcncss to visit 181 

6 Wch-shnpping Risk Attitudes Risky 

- 
' Lý1 

-- - Intormatian pricacý LI 11 Inli, rrnauon privaco 
8 Web and other characteristics Privacy Upheld, 

10 Online prof-ilinl, and 
! ý )nline ersonIisation L)I l Sell profiling 
I(t 

. 
_ - -- ---- Selt=concc ri 31 ý------ 

- -- -----ý 

The respondents' opinion about disclosure of 
information was given the prime importance to gauge 
privacy. As expected on the demographic front more than 
50°ö of respondents (out of 108) on average were willing 
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to share information about their age, gender, level of 
education, ethnicity, nationality, religion, hobbies and 
interest. However, only a handful was willing to reveal 
their first name (26.9°i°) or last name (30.5%), or even 
martial status and spouse details (6%). About 65% of the 
respondents strongly opposed of sharing any information 
relating to income. Further, 77% of the respondents 
declined to share their contact details or postal 
information. Other high-risk information was obviously 
too personal to be shared i. e. credit details (87%), driving 
license (90%) and bank details (93%). 

The survey comprised other questions relating to 
behavioural analysis and purchase intentions. It has been 
known that behavioural questions are a better predictive 
tool than demographics information. Hence, the 
inclination of respondents to share their Internet usage 
was queried. About 36% of the respondents were happy 
to share the list of websites they browsed either at work 
or at home. More than 40% declined to disclose the 
amount of time spend online either at work or home. 
Approximately 29% were willing to share the text 
exchange they had at work, as contrast to only 10% at 
home indicating a different level of privacy. Further, 67% 
strongly declined to share any chat related information 

exchanged at work, while only 50% declined at home. 
Analysing the purchase intentions, we found that 42% 

of the respondents were happy to share their brand 
preferences. However, a mere 14% would reveal their 
budget or recent purchase details. 

There were several constructs that were lined up to 
measure the 54 websites' privacy policies. About 76% of 
the websites were said to have clear privacy policies or 
act, but 52% of them were confusing and 
incomprehensible when got to the details. Less than half 
(44%) allowed their customers to access the profiled 
information and 31.5% or 17 websites openly confessed 
that customer information could he sold or shared with 
the public, which was found in [26]. Further, 61% of the 
websites (firms) were deemed to have bad reputation and 
65% of them are well known among the public. One in 
two websites were found to share their customers' 
information with undisclosed third party or partner 
companies, and a similar ratio of websites were found to 
he trustworthy. Approximately, 40% of the websites were 
treated with cautions and met respondents' expectations 
surprisingly given the above shortfalls. On average, 40% 
of the respondents indicated that they would revisit the 
website, but a mere 16.7% would exchange any 
information or purchase anything at present moment. 
Respondents' web-shopping attitudes were also analysed 
as part of the survey. A credible number of respondents 
(37%) felt safe completing commercial transactions over 
the Internet and' same number indicated that there is too 
much uncertainty with shopping over the Internet. Close 
to 43% admittedly revealed that buying over the Internet 
is risky. 

Table 3 and 4 depicts the average score and rank for 
the 2 constructs (privacy upheld and trustworthy) on 6 
websites. Interestingly, websites from the consultancy 

industry (www. ey. com. au, www. kpmg. com. au, 
www. pwcglobal. com. au) topped both the constructs. 
Tnt. com. au was found to up keep customer privacy the 
most [33], continued by the consulting group. Tnt's 
website was extremely commendable as it does not share 
any of its customer's information. Google. com. au (6.22) 
topped the list of the trustworthiest continued by 
Ebay. com. au at 6.11. The commanding market share and 
trust customers have in these websites are reflected in the 
score, in addition to their conscientious privacy policy, 
which carries text depicting the importance of privacy 
and how they thoughtfully manage it [34,35]. While, 
Vlinepassenger. com. au was utterly disappointing on both 
constructs. It could be largely attributed to the non- 
responsible attitude shown via their privacy policy [36]. 
Respondents also poorly rated Getaway. com. au (1.73), 
Australiandefence. com. au (1.73), Dlink. com. au (1.73), 
Dell. com. au (1.73) on the privacy construct and so were 
Chinaren. com. au (2.78), Oz. com. au (2.89), 
Roadrunnerrecords. com (3.44), Ninemsn. com. au (3.44) 
on the trustworthy scale. 

Table 3: Top 6 websites that appear in both of the 
constructs Privacy Upheld and Trustworthy 

Privacy Upheld 
1 cs, 2-no 

Most Trustworthy 
Scale I up to7 

www tnt coat au)! 09) www google cot,, au (622) 
www ornatyoung corn au (I 18) wwwebaycomau(611) 

wwwkpmg com au (I 18) www crtrbank corn au (6.11) 
www pwcwrn/au (I 18) www emstyoung com au (6 00) 

www national cum au (I 18) www_kpmg_comau (6 00) 
www an comau 1 18) www wc com/nu (6 00) 

Table 4: Bottom 6 websites that appear in both of 
the constructs - Privacy Upheld and Trustworthy 

Worst Privacy Upheld 
I yes, 2=ýo 

Least Trustworthy 
Scale I up to7 

www vlinepassengercom. au (191) www. vlinepassengercornau (200) 
wwwvisilmelbourneeom (191) wwwvisitmelboume com (2 00) 

wwwgetawaycom au (1 73) wwwchinarencomau (278) 
wwwautraliande(encecom. au (I 73) www ozcomau (2.89) 

wwwdlink co. au (173) wwwroadrunnerrecords com (3 44) 

_www 
dell -1 a, QI. 7D 

__ 
ww. nemsncom. au 

__w_ 
ni (3.44) 

In summary, respondents were comfortable with websites 
bearing convincing-responsible approach towards privacy 
as the below (e. g. PricewaterhouseeCoopers), which is 
used by almost all consulting firms i. e. (www. ey. com. au, 
www. kpmg. com. au, www. pwcgl obal. com. au, 
www. accenture. com. au) "... PricewaterhouseCoopers 
believes that privacy is an important individual right and 
is important to our own business and the businesses of 
our clients and customers. In this policy we set out the 
standards to which the Australian Firm is committed in 
ensuring the privacy of individuals. We are also bound to 
comply with the National Privacy Principles as set out in 
the Privacy Act 1988. " 

Further questions regarding online profiling revealed 
other interesting findings, in which most supported the act 
online profiling and collection of customer information. A 
quarter of the respondents approved the practice of online 
profiling, and almost one in two respondents felt that 
online profiling will improve the quality of website. 
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I lowever, only a third could attribute their 
`commendable' web experience due to online profiling. 
Almost 36% of them saw online profiling as invading 
their privacy and only 20% knew how the profiled 
information is being used. While an alarming rate of 75% 
of the respondents do not have the habit of reading and 
understanding the adopted privacy policy at any given 
website. Interestingly, close to 39% or 42 respondents 
preferred self-profiling over online profiling to have more 
control over their own information. Respondents were 
keen to nominate professional occupancy, product or 
brand as a proxy for self-profiling [see 121. Almost 37% 
of the respondents firmly indicated that e-business should 
pay an average amount of AUD$1000 before being 
profiled. 

To further analyse the data, a reliability analysis 
together with an exploratory factor analysis (EFA) was 
conducted. A reliability analysis is conducted to ensure 
that the research instrument has high reliability where 
each construct will be measured using Cronhach alpha 
[37]. Expectedly, all constructs were reported to have 

scores above 0.7 and this confirmed the stability and 
consistency of responses to related items measured where 
an alpha value above 0.60 is acceptable 138. An EFA is 
known for identifying the core structure (variables) that is 
latent by summarising the data set [39]. We conducted an 
EFA with Varimax rotation (Eigen value more than 1.0); 
with a factor loading excess of more than 0.55 was 
retained for significant results [39]. The results of the 
factor analysis in Table 5 revealed the latent dimensions 
and variables that were core to our study. The results 
suggest that there could 7 possible core dimensions 
(22 variables), which could explain 60.5% of the 
collected data and this needs to be verified and further 

explored using confirmatory factor analysis. More 
importantly, similar variables were highlighted in 181, 

which confirms the findings of the study. 

5 Conclusions, Managerial 
Implications and Limitations 

Ehe aim of the study was to apply well establish 
constructs used in [8,10,1 I] to explore issues relating to 
online profiling, privacy and trust amongst Australian 
websites. The results of the study indicate similar findings 
with 19,26,40], and report a high correlation between 
privacy and trust as reported by 18]. 

The study also reports that companies have to invest 
more effort in adopting appropriate privacy policies to 
respond to customers' demands in terms of privacy 
concerns. On average most websites need to re-organise 
their privacy policy to point key terms as: The name and 
contact information for the company or organization, a 
statement about the kind of access provided (can people 

find out what information is held about them, and if so 
how can they get this access? ), a statement about what 
privacy laws the company complies with, what privacy 
seal programs they participate in, and other mechanisms 
available to customers for resolving privacy disputes. 

"Table 5: Core dimensions and variables for Constructs - 
Reputation and perception, 1'rustworthy and Risky 

N, Dimensions and scores explaining 60.5% of the data 
-_-_- ---ý 1i 10 21 2( 4 61 3(4 5a9', (7 67 i477 25) 

aig 0 878 
V'Ivge O XIS 

Known 46 

µtiu o'(. 6 
Return l2 I0 417 

Relurnl 87S ' 

I. IkeIVR 44 1: 

NovrV 
-__ 

0 722 
_-. Perw 0 814 

SafeI"X 0 781 

Twunhv O"AS 
So hi 1614 

-\shýir (1.8'1 I 
ýi. hýý 0 N65 

- - l autiýiuý 0 836 

(ioýh1R 0 77h 

µm1 n 646 
_ 

IRnmiu ý( 810 

Loyc 0 ý60 

_ 
Rýskv 

- - _.. _ _. _-_ _. _ ... __.. . .U 514 
.. _. .. _ ý s�velx -- -- . 

-- 
o 964 

This statement may also describe what remedies are 
offered should a privacy policy breach occur, it 
description of the kinds of data collected, including what 
kinds of data may be linked to cookies, a description of 
how collected data is used, and whether individuals can 
opt-in or opt-out of' any of these uses, information about 
whether data may be shared with other companies, and if 

so, under what conditions and whether or not consumers 
can opt-in or opt-out of this, information about the site's 
data retention policy, if any, and, information about how 

consumers can take advantage of opt-in or opt-out 
opportunities 1411. It could be a possibility that it lot of' 
Australian companies, which are not able to follow it 
privacy policy due to lack of resources, managerial or 
financial factors, continue to lose customers' trust and 
relationship. In the long run this would restrict and 
squeeze them out of the digital race. Surprisingly, 

customers acknowledge online profiling, despite their 
distrust over e-businesses that share their information to 
others purely to obtain better web services. 

This study provides an initial research c1fort in the theory 
development and application of online profiling and 

privacy and as such suffers from two obvious limitations. 

Firstly, even though respondents of this study were made 

of university students who were comfortable and familiar 

with website evaluation. They did not represent the 

general Australian online population, which would have 
induced some degree of biasness to the data. Secondly, 

the numbers of websites used to represent the Australian 

scenario were rather insufficient. Although the websites 
used for the study were selected to represent the 
Australian scenario, more websites would have been 

more appropriate. 
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6 Future research directions 

As a result of the exploratory nature of the study, a 
number of directions for future research arise from this 
paper. First and foremost, further refinement of the 
technique is required which should use larger randomised 
sample sizes made up of the general Internet population 
to avoid bias and to provide more statistical power. 
Beneficial investigation could be conducted concerning 
the concept of self-profiling [121 and its effects on 
personalisation of weh, particularly as consumers are 
inclined to use professional occupancy, products or 
brands as it proxy. Future research should also explore 
the effects of privacy and trust alongside Website quality, 
customer satisfaction, perceived value of the Website to 
consumers and loyalty to the Website. Advanced 
statistical techniques such as structural equation 
modelling (SEM) could be further employed to 
investigate these inter-relationships between constructs. 
Furthennore, the role of Internet experience should also 
be examined für moderating effects on these prescribed 
relationships. More research is required across other 
various industry sectors within the Australian and 
international context to refine the constructs. Other 
avenues of research could include the efforts of World 
Wide Weh Consortium to introduce P311 and APPEL to 
facilitate profiling practices [421. 
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Abstract - C'urrenth', information collected ht' the 
various healthcare providers (hospitals and clinics) in 
Malaysia is not integrated. Each collects hnforination for 
its own internal use. So, 

the information is not 

aggregated and analyzed at the state or national level to 
provide usefid information fin- decision making (e. g., by 
the Ministry of Health). E. vtracting and aggregating 
hnfornnation Ji"om heterogeneous and distributed systems 
have always been a challenge for the healthcare industry. 
This paper proposes a framework Jirr integrating 
healthcare information into ci single data warehouse. It is 

simple, cost-effective and yet solves the information 
integration problem. It consists of a . schenna mapping 
process which is partially automated and an Extraction, 
Transformation and Loading (ETL) process which is /idly 

automated. To demonstrate its viability, a data 

warehouse containing materialced data is built Ji-om 

several distributed and heterogeneous databases such as 
SQL Server and Oracle. It is implemented using flit, 
Microsoft . 

NET Framework. 

Keywords: Data Warehouse, Healthcare Information 
Integration, Extraction Transformation and Loading 
(ETL), Metamodel, Schema Mapping 

1 Introduction 
Currently, healthcare providers (i. e., hospitals 

and clinics) in Malaysia use conventional transaction 
processing systems to record their daily clinical and 
financial data. However, as peoples' lifestyles become 
more complex and technologies become more advanced, 
users demand more quality or valued-added services. 
Healthcare providers are expected to increase the value of 
their transaction processing systems - they need to turn 
data into actionable information [2l]. 

Healthcare providers generate voluminous data, but 
they are not leveraged for generating valuable 
infornation. Extracting, aggregating and analyzing 
healthcare information from distributed and 
heterogeneous data sources (databases) have always been 
a challenge for the healthcare industry. Aggregating and 
integrating healthcare information is important for 
understanding the health of a community because quality 
services depend on the availability of accurate, relevant 
and timely information. This paper proposes a healthcare 
data warehousing that will efficiently integrate healthcare 
information from distributed and heterogeneous data 

sources (databases) into a single data warehouse. Such a 
data warehouse can be used to implement healthcare 
decision support systems that can enhance the quality of' 
healthcare services provided. It can for example support 
OnLine Analytical Processing (OLAP) and data mining 
to generate more focused healthcare information 12]. 

Most healthcare providers do not use data warehouse 
technology because it is costly. The framework proposed 
in this paper solves the data integration problem. It is 

simple and requires less resources compared to the data 
integration technologies available in the market. 
Basically, it provides features to (a) semi-automate the 
schema mapping process and (b) fully-automate the 
Extraction, Transformation and Loading (ETL) process. 
These features allow the integration of healthcare 
information from heterogeneous and distributed 
databases. 

2 Framework Architecture Design 
The framework is designed based on the client-server 

architecture (Figure 1). It comprises of two main 
components: Agent and Web Server. The Agent is 
installed on each client computer. Data extracted From the 

clients are uploaded to the Web Server tier integration via 
the Internet. 

J 

Agent 

DataSource Oracle 

J 

Agent 

Data Source SQL Server 

J 
Agent 

Data Source Access 

Client Side 

Internet 

Server Side 

Web Server 

Data Souse SQL Server 

Figure I Iligh Level View ofthe Framework Architecture 

The Web Server consists of a data warehouse Manager 
and an Extraction, Transtlormation and Loading (ETL) 
engine (Figure 2). The Manager manages the data 
warehouse and the metadata. The ETL engine manages 
the data integration process. A Web application is 
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developed using the ASP. NET to facilitate the 
administrative tasks. It allows the stakeholders (e. g., 
healthcare providers, administrators. Malaysia Medical 
Association, Ministry of I lealth, researchers) to access 
the integrated healthcare information. The healthcare 
providers can upload their XML data files extracted 
automatically by the Agent via the Web application. 
(This can be extended in future to provide stakeholders 
with analysis functions to assist them in their decision 

making. ) 

The Agent performs the schema mapping and data 

extraction (Figure 2). The schema mapping is semi- 

Web Senta 

ETL 
F: nýinr 

Integrate 
Data 

Retneve 
Metadata 

Repository 

Dxta 
Waxy ho use 

hl-ge r 

Healthcare Data 
Warehouse 

Extract 
Warehouse 
Metadata 

automated; the engine first extracts the clients' 
database metadata and the data warehouse metadata. 
The user then performs the mapping manually using 
the client database structure and the data warehouse 
structure. The mapping generates a schema mapping 
metadata for data integration. The data extraction 
process on the other hand is fully automated. The ETL 
engine extracts the data from the client data repository 
using the schema mapping metadata and then converts 
them to XML data files. The files are uploaded to the 
Web server for data integration. 

Schema 
? tapping 

Web service. 
(UDDI Registry) 

Extract 
Relational 
IvIetadata 

Extract Data 

Perform I Generate 
mapping L 

Figure 2 Low Level View of the Framework Architecture 

2.1 Data Warehouse Architecture Design 

The data warehouse architecture consists of 
several components which include database sources, 
enterprise data warehouse storage, data marts, back 
end systems and metadata repository (Figure 3). Its 
design is based on the three tier architecture: the 
bottom tier is a data warehouse server, the middle tier 
is an OLAP server, and the top tier is a client with 
query and reporting facilities. This research focuses 
only on the bottom tier. The middle and the top tiers 
are areas of future work. 

Figure 3 Data Warehouse Architecture 
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2.2 Conceptual Data Warehouse Schema 
Design 

The conceptual data warehouse schema can 
be modeled using either dimensional model or tabular 
model. Both models have their own advantages. 
However, in this research the tabular model is used for 
modeling the data warehouse schema. This is because 
the tabular model enables both the details and 
summarized data to be captured which will provide 
higher values to the various stakeholders in the future 

as they can be optimized for numeric and textual 
analysis. 

Although the tabular model is used to structure the 
data warehouse schema, the dimensional model can 

OB Connection 

+ mapping Filename: string 
+ dataWarehouseCCnnection: string 

+ dataWarehouse Name: string 
+ tweOfDataWarehcuse: string 

+ database Connection: string 

+ databaseName: string 
+ t, peOfDatabase: string 
+ date Created: string 

+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 

1 

I 

have 

consist of 

Data WarehouseTable 

dwMappingTable: string 
dwTableDesoiption: string 
dwColName: string 
dwl<eyType: string 
dwFkCdName: string 
dwFkTblName: string 
dwCoIType: string 
dwColLength: string 
dwColPrecisim: string 
dwColSoale: string 
dwColDescription: string 
dwCriteria: string 

also be derived easily when the needs arise such as to 
support OLAP functions by extracting the respective 
tables and attributes. However, the existing tabular 
model can still support analysis function by using 
Relational OLAP (ROLAP) tools. 

2.3 Data Warehouse Metamodel Design 

The metamodel is an important element in the 
data warehouse environment as it represents the 
structures and semantics of the different data models 
within the framework [24]. It is used to integrate the 
heterogeneous data sources. Figure 4 shows the design 

of the metamodel. 

1 

Schema 
PPP r 

ý 

consist of 

,. 

1 

Database Tabl e 

+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 

db Mapping Table: string 
dbTableDescriptlon: string 
dbCoIName: siring 
dbKeyType: string 
dbFkColName: string 
dbFkTblName: string 
dbCoIType: string 
db CoI Length : string 
db ColPrecislon: string 
dbColSoale: sting 
db CoIDesoripticn: siring 
db ExtraTab le: string 
dbCrüeria: string I 

tor mEl e ment 

map with 

I 

Figure 4 Data Warehouse Metamodel Design 

2.4 Conceptual Operational Database 
Schema Design 

Three different types of conceptual 
operational database schemas are designed and each of 
the schemas is modeled using different structures and 
semantics. The semantic differences include 
homonyms semantic (i. e., different sources use the 
same name for different constructs) and synonyms 
semantic (i. e., different names for the same construct). 
The schema structures represent different business 
flows although they may have the same business 
nature (i. e., clinic or hospital). Furthermore, different 

types of data sources are used to develop the physical 
database such as SQL Server, Oracle and Access. The 

reason for doing so is to demonstrate the feasibility of 
the framework being implemented which allows 
integration of heterogeneous and distributed data 

sources. 

3 Implementation 
The framework developed provides a semi-automated 
schema mapping engine which adheres to the specified 
metamodel (Figure 4) and a fully automated 
Extraction, Transformation and Loading (ETL) engine. 
erability, flexibility and convenience to users. 
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3.1 Schema Mapping 

The framework proposed here automatically extracts 
and loads the data source metadata and the data 
warehouse metadata. It displays a list of tables and 
their respective attributes in a tree view format to 
facilitate the mapping process. Users interact with the 
schema mapping engine through the Agent to identify 
and select attributes for mapping attributes from the 
data source to the corresponding attributes in data 
warehouse tables as shown in Figure 5. Users perform 
the mapping by comparing the data source structure 
and the data warehouse structure. Users need to do this 
manually because only they will know about their 
organization's business flow. The organizations may 
have different business flows even if the nature of their 
business is the same. Thus, only the users can 
determine the correctness of the schema mapping. This 
step is crucial because only correct mapping will lead 
to correct data integration. 

The schema mapping metadata is automatically 
generated according to the specified metamodel. It is 
structured to XML format. Figure 6 shows an example 
of'schenia metadata specifying mapping information. 

The mapping is only needed for the first time when 
data from a new data source is to be integrated to the 
data warehouse. Subsequently, the metadata is loaded 
from the system whenever users update the structure of 
their data sources or the structure of the data 
warehouse. 

3.2 Extraction, Transformation and 
Loading Process 

The schema mapping metadata created from the 
schema mapping process is used für expressing the 
Extraction, Transformation and Loading (ETL) 

. 'un pt-0 view . TSrhen a Mapping 

PatM"ýýt 
y 

ýýý. ýýIý-. r 
M" nrý. c�' 
`,, Rr 

n. sd, 

rakIe t-«. n oraci, aec oý« 

&4r. p tri 

process. Algorithms are developed to automate the 
ETL process. Data extraction involves extracting data 
from multiple heterogeneous data sources such as SQL 
Server, Oracle and Access. This may require resolving 
semantic conflicts and handling multiple data types 
and data structures. Data is extracted based on 
specified criteria in the schema mapping metadata and 
structured according to the data warehouse structure. 
This eases data integration and loading. Data 
transformation involves detecting and removing errors, 
inconsistent data, checking for null values, data 
concatenation, type conversion and eliminating 
duplicate records. All these steps improve the quality 
of data before they are loaded into the data warehouse. 
Data loading includes integrity constraints and 
surrogate key management, and integration. 

The FTL engine in the Agent is responsible for 
automating the data extraction and data transformation 
processes whereas the ETL engine in the Web server is 
responsible for automating the data transformation and 
data loading processes. The materialized data 
integration is achieved by loading the actual data into 
the data warehouse. 

Integrity Constraints Management 

To resolve integrity constraints imposed by the data 
warehouse during the uploading of data into the 
respective tables, all the independent tables are 
processed first, followed by the dependent tables. An 
independent table is one which does not have any 
foreign keys. A dependent table is one which has one 
or many foreign keys. The order of uploading tables is 
important so as to take care of integrity constraints. 
The rule applied is to upload tables with the least 
number of foreign keys. The respective tables 
referenced by these foreign keys must be uploaded first 
before the tables containing these foreign keys are 
uploaded. 

I'1+_ytir: +l Vt. "av nfSct+. "m. +. N1: +I+I. in14 tl+r.... ghA. nt 
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/ Record patlant dob 

Patient 

i; ý aceLD 
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Table from data warehouse 

Patiant tble, /PATCODE 
Patient table, ( FIRSTNAME 
Patient tablc, j MIDDLENAM 
Patlant tabl®, ' LASTNAME 
Patient table,, SEX 
Patient table, \DOB 

: 1-... w'tnblr. 'PaUef]t, DW attribute t-I to DH attributes 

Figure 5 Example of how schema mapping can be performed 
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db 1-mapp Ss chema. mapp 

<? xm1 version="1.0" encoding="utf-8"? > 
<ArrayOfFormElement 

xmins: xsd= "http: I/ww+u. w3. orgf2001 /XMLSchema 
xmins: xsi= "http : //www. w3. orgI2001 /XMLSchema- 
instance"> 

<formElement> 
<clbMappingTable}tblStafi</dbM appingTable> 
<dbTableDescription f> 
<dbColName>stafIID<IdbCo IName> 
<dbKeyType>PK</cibKeyType> 
<dbFkColName>-</dbFkColName> 
<dbFkTblName>-</dbFkTblNam, e> 
<dbColType /> 
<dbColLength f> 
<dbColPrecision 1> 
<dbColScale I> 
<dbColDescription ! - 
<dbExtraTable>tbLStafiType</dbExtraTable> 
<dbCriteria>tblStaf%stafiI'ypeID = 

tblStaflType. stafifypelD AND 
tbl. Stafi'I"ype. description = Doctoz'</dbCriteria> 

Continue. 

<dwMappingTable>Physician</dwMappingTable> 
<dwTableDescription>Record physician personal 

data<Jd,, vTabl. eDescription> 
<dwC o 1N ame> p hys ic ianI D</dwC o lN ame> 
<dwKeyType>PK</dwKeyType> 
<dwFkColName>-<1dwFkColName> 
<dwF kTb 1N annee> -<f dwF kTb 1N ante> 
<dwC o 1Typ e>b igint <IdwC o 1T yp e> 
<dwColLength>8</dwColLength> 
<dwColPrecision> 19<Id4vColPrecision> 
<dwColScale>0<IdwColS cale> 
<dwColDescription>Unique 

identifier</dwColDescription> 
<dwCriteria /> 

</formEle ment> 
<formElement> 

: (define next element) 
</forrnEle ment> 

</ArrayOfFormElement> 

Figure 6 Sample of Schema Metadata Specifying Mapping Information 

Surrogate Key Management 

Primary key conflicts arise because different data 

sources use different formats such as numeric, text or 
both. A uniform surrogate key is assigned to handle 
this problem. This avoids having inconsistent or poor 
quality data. Index tables are created to assign the 
surrogate key so that it stores both the primary key that 
is generated automatically by the system and the actual 
key used to reference to the data. Each data source has 

a set of index tables to reference the individual data 

warehouse tables and all these index tables are 
maintained throughout the life of the data warehouse. 

4 Features of the HIIF 
The schema mapping framework used in this 

research supports mapping of heterogeneous data 

sources which include: 

" Mapping Tables with One-to-One Relationship - 
Tables with one-to-one relationship are the most 
common type. The attributes of a table in the data 
source are directly mapped to the attributes in the 
corresponding table in the data warehouse. 

" Mapping Tables with One-to-Many Relationship - 
The schema mapping allows mapping of tables 
with one-to-many relationship. For example, for 
the tables Diagnosis, Patient and Medicine, one 
patient may have several diagnoses and one 
diagnosis may require several medicines. 

" Mapping Tables with Integrity Constraints - The 
schema mapping allows mapping of tables with 
integrity constraints. For example, the foreign key 

attribute of a table in the data source can be 

mapped to the corresponding attribute of the table 
in the data warehouse. Specifying additional 
conditions may or may not he required depending 

on how the tables in the data source are structured 
in relation to the corresponding tables in the data 

warehouse. 

The framework provides flexibility to the users to 
perform the mapping which include: 

" Flexible Mapping Sequence - When users perform 
the schema mapping, they do not have to map 
according to the sequence of the column specified 
by the ORDINAL POSITION of the data 
warehouse. They are free to map any attribute 
from any table and in any sequence. Additionally, 
users can easily delete any attribute mapped or re- 
map a deleted attribute at any time. Thus it 

provides flexibility to uses to perform the 
mapping. 

" Concatenation of Data - Data extracted from 
different attributes can be concatenated to form a 
single attribute. For eample, data extracted from 

attributes firstName, middleName and lastName 

can be concatenated to a single attribute called 
say, Name. 

" Easy Handling of Structures and Semantics 
Conflicts - Integration of different data sources 
with different data structures and semantics can 
lead to structure and semantic (e. g., homonyms 

and synonyms) conflicts. Homonym conflicts 
occur when different data sources use the same 
name for different attributes while synonyms 
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conflicts occur when different names are used for 
the same attribute. Users however need not worry 
about the structure and semantic conflicts 
occurring among the data sources and the data 

warehouse as these can be easily handled by 

specifying conditions while mapping the 
attributes. The framework itself handles these 
semantic conflicts during the integration process 
using the schema mapping metadata which 
captures the schema mapping details defined by 
the user. 

" Allows Easy Update of Schema Mapping Metadata 

- The user can easily update the schema mapping 
metadata generated to accommodate changes 
made to the structures in the data sources or the 
data warehouse. Also, users need not convert their 
existing data models to other formats to use this 

schema mapping engine unlike the one proposed 
by Tan and Zaslavsky, [24] where users have to 
convert their data model to XML format before 

they can use the schema mapping engine. This 

schema mapping is thus more flexible. 

" Allows Users to Specify Additional Conditions for 
Easy Mapping - The schema mapping allows users 
to specify conditions while mapping attributes of 
the data sources to the attributes of the data 

warehouse. As different organizations may use 
different data structures, specifying conditions is 
important . as it allows different data source 
structures to map to the data warehouse structure. 
This makes the integration of heterogeneous data 

sources possible. The condition specified is a 
simple WHERE clause used in an SQL query. 

5 Framework Generalization 

Although the framework presented here is for the 
healthcare domain, it can easily be adapted to other 
application domains such as education, finance and e- 
government. This is because the approach used is 

generic. However, some user interfaces will have to be 

changed when porting the framework to another 
application domain. 

6 Further Research 
Currently, the framework supports only three types 

of databases: Oracle, SQL Server and Access. It can be 

easily extended to support other databases such as 
MySQL, dbBase and Interbase. The data warehouse 
used in this framework is based on the SQL Server and 
the algorithms for automating data uploading are based 

on the data warehouse schema design. Any changes to 
the data warehouse schema design (e. g., adding new 
tables or attributes) will require updating the data 

uploading functions as these are implemented by 

calling insert stored procedures. Further work can be 

done to automate the data loading process so that it 

supports other data warehouse schema design. 

The framework can be extended to include 

validation of schema mapping. When mapping 
attributes in a data source to the corresponding 
attributes in the data warehouse, most of the related 
metadata information such as the data types, table and 
column descriptions, and integrity constraints (primary 
key or foreign key) are loaded automatically. Users 

may however want to enter additional tables and 
conditions. This can create problems such as schema 
mapping becoming more error prone. For example, 
users may enter table names, conditions or SQL syntax 
that are invalid. This can affect the data extraction 
process since the schema mapping metadata is used for 

expressing the Extraction, Transformation and Loading 
(ETL) process. Validation of schema mapping can 
ensure that the mapping is done correctly. 

The framework provides some data cleaning to 
improve the data quality. The data cleaning work 
includes detecting and removing errors and 
inconsistencies, checking for null values, eliminating 
duplicate records and resolving structure and semantic 
conflicts. This is done before loading the transformed 
data into the data warehouse. Currently, the framework 

only deals with attribute semantic conflicts but not 
with the semantics conflicts in the actual data. The 
latter occurs when data are extracted from different 
data sources with different formats are integrated (e. g., 
date based on UK format (DD/MM/YYYY) and date 
based on US format (MM/DD/YYYY)). A similar 
situation arises when integrating currency and metric 
data. 

Other enhancements can include updating records of 
the data warehouse based on changes made to the data 
source, developing an update scheduler, developing 
OnLine Analytical Processing (OLAP) with data 
mining to support decision making process, and 
developing algorithms to auto-generate the 
dimensional tables to facilitate OLAP and data mining 
functions. Issues such as scalability, maintainability 
and security can also be explored. 
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